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2 Introduction

A general problem in physics is to deduce the macroscopic properties of a quantum
system from a microscopic description. Such systems can only be described mathe-
matically on a scale much smaller than the scales which are probed experimentally
or on which the system naturally interacts with its environment. An obvious reason
is that systems consist of particles whose individual behaviour is known and also
whose interactions with neighbouring particles are known. On the other hand ex-
perimental probes interact only with systems containing large numbers of particles
and the apparatus only responds to their large scale average behaviour. Statistical
mechanics was developed expressly to deal with this problem but, of course, only
provides a framework in which detailed methods of calculation and analysis can be
evolved.

These notes are concerned with the physics of phase transitions: the phenomenon
that in particular environments, quantified by particular values of external param-
eters such as temperature, magnetic field etc., many systems exhibit singularities
in the thermodynamic variables which best describe the macroscopic state of the
system. For example:

the boiling of a liquid. There is a discontinuity in the entropy,

AS T

where AQ) is the latent heat. This is a first order transition;

the transition from paramagnetic to ferromagnetic behaviour of iron at the Curie
temperature. Near the transition the system exhibits large-range cooperative be-
haviour on a scale much larger than the inter-atomic distance. This is an example
of a second order, or continuous, transition. Scattering of radiation by systems at
or near such a transition is anomalously large and is called critical opalescence.
This is because the fluctuations in the atomic positions are correlated on a scale
large compared with the spacing between neighbouring atoms, and so the radiation
scattered by each atom is in phase and interferes constructively.

Most of the course will be concerned with the analysis of continuous transitions
but from time to time the nature of first order transitions will be elucidated. Con-
tinuous transitions come under the heading of critical phenomena. It underpins
the modern approach to non-perturbative studies of field theory and particularly
lattice-regularized field theories.

Broadly, the discussion will centre on the following area or observations:

the mathematical relationship between the sets of variables which describe the
physics of the system on different scales. Each set of variables encodes the properties
of the system most naturally on the associated scale. If we know how to relate
different sets then we can deduce the large scale properties from the microscopic
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description. Such mathematical relationships are called, loosely, renormalization
group equations, and , even more loosely, the relationship of the physics on one
scale with that on another is described by the renormalization group. In fact
there is no such thing as the renormalization group, but it is really a shorthand for
the set of ideas which implement the ideas stated above and is best understood in
the application of these ideas to particular systems. If the description of the system
is in terms of a field theory then the renormalization group approach includes the
idea of the renormalization of (quantum) field theories and the construction of
effective field theories;

the concept of universality. This is the phenomenon that many systems whose
microscopic descriptions differ widely nevertheless exhibit the same critical be-
haviour. That is, that near a continuous phase transition the descriptions of their
macroscopic properties coincide in essential details. This phenomenon is related to
the existence of fixed points of the renormalization group equations.

the phenomenon of scaling. The relationship between observables and parameters
near a phase transition is best described by power-law behaviour. Dimensional
analysis gives results of this kind but often the dimensions of the variables are
anomalous. That is, they are different from the obvious or “engineering” dimen-
sions. This phenomenon occurs particularly in low dimensions and certainly for
d < 4. For example in a ferromagnet at the Curie temperature 7, we find

M ~ hs,

where M is the magnetization and h is the external magnetic field. Then the
susceptibility, y = %—A}f, behaves like
X ~ h%il_

Since 0 > 1, x diverges as h — 0. The naive prediction for ¢ is 3. ¢ is an example
of a critical exponent which must be calculable in a successful theory. The
coefficients of proportionality in the above relations are not universal and are not
easily calculated. However, in two dimensions the conformal symmetry of the
theory at the transition point does allow many of these parameters to be calculated
as well. We shall not pursue this topic in this course.

3 Definitions, Notation and Statistical Physics

All quantities of interest can be calculated from the partition function. We shall
concentrate on classical systems although many of the ideas we shall investigate
can be generalized to quantum systems. Many systems are formulated on a lattice,
such as the Ising model, but as we shall see others which have similar behaviour are
continuous systems such as Hy0. However, it is useful to have one such model in
mind to exemplify the concepts, and we shall use the Ising model in D dimensions
to this end, leaving a more general formulation and notation for later.
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The Ising model is defined on the sites of a D-dimensional cubic lattice, denoted A,
whose sites are labelled by n = nje; +...npep, where the e;, ¢ =1,..., D are the
basis vectors of a unit cell. With each site there is associated a spin variable o, €
(1,—1) labelled by n. There is a nearest neighbour interaction and an interaction
with an external magnetic field, h. Then the energy is written as

E({on}) = —=JY ononyu, J>0

n,p

H({ow}) = E — h)_ ou,

where g is the lattice vector from a site to its nearest neighbour in the positive
direction, i.e.,
LEer,..., ep, er:((),...,\l/,...,O). (1)
r-th
posn
Here {0y} is the notation for a configuration of Ising spins. This means a choice

of assignment for the spin at each site of the lattice.

E' is the energy of the nearest neighbour interaction between spins and the term
involving h is the energy of interaction of each individual spin with the imposed
external field h. H is the total energy. The coupling constant J can, in principle,
be a function of the volume V since, in a real system, if we change V' it changes
the lattice spacing which generally will lead to a change in the interaction strength
J. Note that h is under the experimenter’s control and so acts as a probe to allow
interrogation of the system.

We shall use a concise notation where the argument {o,} is replaced by o. The
partition function Z is defined by

Z = Yexp(-BH(0) = Y exp(=B(E(0) — hYow)) | (2)

The system is in contact with a heatbath of temperature 7" with 5 = 1/kT. The
way the expression for Z is written shows that h can be thought of as a chemical
potential. We shall see that it is conjugate to the magnetization M of the system.
The point is that the formalism of the grand canonical ensemble will apply. However,
we can recover the results we need directly from (2).

We shall assume that .J, the coupling constant in H, depends only on the volume
V' of the system. Then for a given 7,V and h the equilibrium probability density
for finding the system in configuration {o,} is

1

po) = S exp(~3H(0)) (3)

Averages over p(o) will be denoted with angle brackets:

(O(0)) = >_p(0)O(0) . (4)
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The entropy S is given by
S = —kz p(o) log(p(o))

= —kZ—exp H)(—fH —log Z)
= k(ﬁ(U — hM) + log 2),
where

U = (F) = internal energy,
M = (> on) = magnetization. (5)

Note that S,U, M are extensive. If two identical systems are joined to make a
new system these variables double in value, that is, they scale with volume when all
other thermodynamic variables are held fixed. Intensive variables such as density
p, T, P, retain the same value as for the original system.

Then we have

kTlogZ = —U+TS+hM = —F, (6)
and hence
F = —llogZ (7)
5}

where F'is the thermodynamic potential appropriate for T,V and h as independent
variables. From now on we shall omit V' explicitly since for the Ising model it plays
no role of interest.

From (2) directly or from the usual thermodynamic properties of F' we have

__ (0logZ . (oF
) )

[ Comment: These equations are the same as apply in the grand ensemble formalism
for a gas with h <> p and M <> N where p is the chemical potential and N is the
number of molecules. The important point is that the external fields which we use
to probe the system can be manipulated as general chemical potentials coupled to
an appropriate thermodynamic observable which measures the response to changes
in the probe field. |

We also have

05

—k:Z(Sp logp — k‘prc?p

= —kZép B(E—h> on)—logZ+1).

Note:

Sp=1—= Y op=0. (9)
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Now
U= )>YpE = U=>6pE + > pdE, (10)

———
—P§V

and so we deduce the usual thermodynamic identity
dU = TdS — PdV + hdM . (11)

We set dV = 0 from now on. In this case compare with the equivalent relation for
a liquid-gas system (e.g., Hy0):

dU = TdS + hdM Ising model or ferromagnetic system
dU = TdS — PdV liquid-gas system.

In the latter case the density is p = N/V where N is the (fixed) number of molecules.
We may thus alternatively write

NP

and we see a strong similarity between the two systems with M <> p. We shall
return to this shortly.

The system is translationally invariant and so

M = (You) = N{o). (13)

where N is the number of lattice sites and then (g ) is the magnetization per site.

The susceptibility y is defined by

oM O*F 0?log Z
v (@), 0 o Ge), e (), e

From (2) we have

0 (1
= _ J— _IB(E_thO'n)
N =g (z ZO_: o€ )

- (Trn e - F (5] Suoim) -

o o

KT (0Z
Z

6h>T = M = N{op), (15)

and so we get

UN = 5(Stonon) = Noa)ioo))

n

= B> ((6o0a) — (00){00)) -

n
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We define the correlation function

Gn,r) = (onOnir) — (On){Ontr)

= <0n0n+r >c s

where the subscript ¢ stands for connected. By translation invariance G is indepen-
dent of n and we can write

G(r) = (o00r) = (00)(00),
— Xx = BN G(r). (16)

From its definition (16) is is reasonable to see that G(r) — 0 as r = |r| — oo. This is
because we would expect that two spins g and o, will fluctuate independently when
they are far apart and so their joint probability distribution becomes a product of
distributions for the respective spins:

p(0070r) —>p(00)p(0r> = <000r> —><0-0><O-0> as r — oo. (17>
Consider an external field h, which depends also on n. Then the magnetic interac-

tion term is
— Z hnOn . (18)

If we follow the same algebra as for xy above we see that

o) = ai) (00) (19)

Physically, G(r) tells us the response of the average magnetization at site 0 to a
small fluctuation in the external field at site r. This is a fundamental object since
it reveals in detail how the system is affected by external probes. We would expect
G(r) — 0 as r — oo since we expect the size of such influences to die away with
distance. This should certainly be true for a local theory. We shall see that in many
cases we can parameterize the large-r behaviour of G' by
1
o r<§,
G(r) ~ (20)
Lr/é r>> é"
(&) |

where ¢ is an important fundamental length in the theory called the correlation
length. The exponent (D — 2 + n) will be explained. The (D — 2) contribution can
be deduced by dimensional analysis but 7, which is an anomalous dimension is a
non-trivial outcome of the theory.

For large £ > 1 we have, from above,

1 _ 1 _
X ZG(T) ~ dDTrD—2+n = &2 "L<1dDuuD_2+n ~ £ (21)

r<&
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4 The D=1 Ising model and the transfer matrix

The Ising model is only soluble in D=1,2 and the D = 2 solution is a clever piece of
analysis. To discuss the concepts which will be relevant to all the models we study
it is useful to investigate the D = 1 model which can be used to highlight the ideas.
Note that models in D = 1 are not trivial and many models have been studied in
depth.

The expression for Z (2) in D = 1 can be written as follows

N-1

1
Z = Z H exp [ (JO’Z‘O'i_H + §h(ai + O'Z'_H))

o;=+1Vi i=0

Note that the magnetic field term has been trivially rearranged. Now observe that
this expression can be written as the trace over a product of N 2 x 2 matrices:

zZ = Z W<700'1 W0102W0203 s WCTN—IO'O ) (22)
o;=%1Vi

where the periodic boundary condition oy = 0y has been used. The matrix W is
identified by comparing these two alternative ways of expressing Z. We find

1
Wyor = exp 3 <J00' + ih (0 + 0’))

Evaluating with 0,0’ = %1 gives

-1
B Wz oz
W = (Zl le> ) (23)
where
uw = éb and 2 =ef B =ph K = pjJ
Thus from eqn. (22)
Z = Tr (WN> ,

and hence
Z =M+ AV

where A\, and A_ are the eigenvalues of W with A, > A_. For N large the first term
dominates and we find that
zZ =Y.

Hence from eqn. (23) we have

M — (2zcosh B)A + (2 —272) = 0
—

Ay = {zcoshB + \/22 sinh® B 4+ 22| . (24)

W is know as the transfer matrix and is very important in many theoretical
analyses. In higher dimensions it is a very large matrix indeed but a similar anal-
ysis goes through and the partition function is still given in terms of the largest
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eigenvalue. In fact, we need know only the few largest eigenvalues to determine all
the observable thermodynamic variables. However, for a very large and even sparse
matrix this can be a daunting task.

The free energy is then given by F' = — ET'NlogA,. Note that F' is extensive
i.e., it is proportional to N. This is, however, only true as N — oo (otherwise A_
contributes a term) which shows that the thermodynamic limit is necessary and N
must be large enough that (A_/A;)" is negligibly small.

The magnetization per site M /N is given by

0 log Ay el sinh B

- . (25)
oh )T \/e2K sinh? B + e 2K

M/N = k:T(

From now on we use M for magnetization per site, i.e., formerly M/N. In order to
keep translation invariance but work with a finite but large number of spins N we
shall use periodic boundary conditions. We may then consider the infinite volume
limit N — oc.

The magnetization is given by

1
M = (0,) = EZ Wooor -+ Wop 10y 0 Woonir - Won 100 5

Te(WPSWN=P)  Tr(SWY)
Tr (W)  Tr (W)

10
-0 h)

We see explicitly that M is independent of the choice of p because of translation
invariance encoded by the trace. Let

where S is the matrix

Wer = Aies,
P = (e, e ).

Then we write

_ -1 _ (A0
W = PAP A_<O NEE (26)
and so Tr (P 1SPAN)
- (P-
M= —ham (27)
Now

N /\f 0 N N N
AV = 0 N :>Tr(A):)\+—|—)\_.

P is an orthogonal matrix and has the form

P = (cosgb —smgb)) cot 2¢ = e** sinh B .

sin ¢  cos ¢



4 THE D=1 ISING MODEL AND THE TRANSFER MATRIX 9

Then

-1 _ cos 2¢  —sin 2¢
PSP = (—sin 2¢ —cos 2¢

and so from (27)

(MY = AY) cos 2¢
M+ WY

This is the result we have already derived in (25). In the limit N — oo

10
AN—>)\1<O O)’

We now calculate G(r) and so first look at the two spin expectation value:

1
(op0,) = Z Z ooWooor - Wor 10, 0n Wogin oo Woy 100
Tr (SWTSWHN=)
Tr (W) ’
where we have used translation invariance. Then immediately

Tr (P~LSPA"P~1SPAN-T)
+

T cos 29 —sin2¢\ (A 0 cos 2¢ —sin2¢\ (A" 0 (28)
"I\ —sin 2¢ — cos 2¢ 0 A" ) \—sin 2¢ — cos 2¢ 0 0)|’
where the N — oo limit has been taken. Then have

(0p0,) = cos®2¢ + sin® 2¢ (i) (29)
+

M =

—cos 20 as N — o0.

a result we shall use below.

We define
£ = 1logM/A)  —

G(r) = (ogor)c = (og0r) — (00){0r) =
M2
G(r) = sin® 2pe /¢ (30)

which is an example of the behaviour quoted above (20) for G(r). The important
point is that in most models there is a unique correlation length and it is given by

¢ = 1/log(A/X)

where A1 > )\, are the two largest eigenvalues of the transfer matrix. It is possible
that there is more than one relevant correlation length e.g. & = 1/log(A1/A3)
but this depends on the physics being investigated and we shall not refer to this
extension further. The mass gap m of the theory is the inverse correlation length
m = 1/£. We shall see that a large class of the phase transitions we will be studying
are connected with the limit £ — oo (or m — 0). This, of course, means Ay 7 Aq,
i.e., the maximum eigenvalue of the transfer matrix is degenerate.
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5 The Phenomenology of Phase Transitions

Statistical systems in equilibrium are described by macroscopic, thermodynamic,
observables which are functions of relevant external parameters, e.g., temperature,
T, pressure, P, magnetic field, h. These parameters are external fields (they may
be x,t dependent) which influence the system and which are under the control of
the experimenter.

the observables conjugate to these fields are:

entropy S conjugate to temperature T
volume \Y conjugate to pressure P
magnetization M  conjugate to mag. field h

Of course V and P may be swapped round: either can be viewed as an external
field. More common thermodynamic observables are the specific heats at constant
pressure and volume, respectively C'p and Cly; the bulk compressibility, K; and the
energy density, e.

Equilibrium for given fixed external fields is described by the minimum of the
relevant thermodynamic potential:

Legendre Transformation
for fixed S,V
for fixed T,V: F=U-TS, T=(0U/oS),
for fixed T,P: G=F+PV, P=—(0F/0V);
for fixed S,P: H=U+PV, P=—-(0U/OV)q4

Internal energy,
Helmholz free energy,
Gibbs free energy,
Enthalpy

TS

A phase transition occurs at those values of the external fields for which one
or more observables are singular. This singularity may be a discontinuity or a
divergence. The transition is classified by the nature of the typical singularity that
occur. Different phases of a system are separated by phase transitions.

Broadly speaking phase transitions fall into two classes:

(1) 1st order

(a
(b

) Singularities are discontinuities.
)

(c) The correlation length is finite: £ < oco.
)

Latent heat may be non-zero.

(d) Bodies in two or more different phases may be in equilibrium at the transition
point. E.g.,

(i) the domain structure of a ferromagnet;
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(ii) liquid-solid mixture in a binary alloy: the liquid is richer in one component
than is the solid;

(e) the symmetries of the phases on either side of a transition are unrelated.

(2) 2nd and higher order: continuous transitions

(a) Singularities are divergences. An observable itself may be continuous or smooth
at the transition point but a sufficiently high derivative with respect to an ex-
ternal field is divergent. C.f., in a ferromagnet at T' =T,

oh ).
(b) There are no discontinuities in quantities which remain finite through the
transition and hence the latent heat is zero.
(c) The correlation length diverges: & — 0.
(d) There can be no mixture of phases at the transition point.

(e) The symmetry of one phase, usually the low-T one, is a subgroup of the
symmetry of the other.

An order parameter, ¥, distinguishes different phases in each of which it takes
distinctly different values. Loosely a useful parameter is a collective or long-range
coordinate on which the singular variables at the phase transition depend. W is
generally an intensive variable.

In a ferromagnet the spontaneous magnetization per unit volume at zero field,
M(T), is such an order parameter, i.e.,

M(T) = lim M(h,T)

then |IM(T)| =0 for T > T,, and |M(T)| > 0 for T' < T..
Note: S(T — T.)2 will not do.

U is not necessarily a scalar, but in general it is a tensor and is a field of the ef-
fective field theory which describes the interactions of the system on macroscopic
scales (i.e., scales much greater than the lattice spacing). The idea of such effec-
tive field theories is common to many areas of physics and is a natural product of
renormalization group strategies.

Examples

(1) The ferromagnet in 3 dimensions.

The ferromagnet can be modelled by the Ising model defined in the previous section.

H = —J20n0n+u — hZan,
n,u n
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The order parameter is the magnetization per unit volume.
1 3
M = v Z on, V. = Na

where N is the number of sites in the lattice and a is the lattice spacing. Note, that
whilst the o, are discrete, M is a continuous variable in the limit N,V — oc.

Note: from now on we use the symbol M now to mean magnetization per unit
volume

Ising model in two dimensions.
Well above the critical temper-
ature T, = 2/log(1 + /2) ~
2.27. Note that the total mag-
netization is essentially zero.

magnetic field

el 2 Elemsr The theory is paramagnetic.
.' P,
.'_' #‘g MAGNETIZATION
- 0.01
4
150 — grid
emperature [sing model in two dimensions.

Only just above the critical
temperature T, ~ 2.27. Note
that the total magnetization is
still close to zero but the sizes
of the domains are larger. At
the critical point there are do-

magnetic fisld

4 suspend mains of all sizes distributed
2 MAGNETIZATION according to a power law dis-
0.10 tribution.

(2) H,O

Look at the two phases of liquid and vapour. The order parameter is the density,
p, which is large for the liquid phase relative to its value for the vapour phase.

The properties of both systems, their similarities and differences are best exhibited
by showing the various phase diagrams.
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PHASE DIAGRAMS

Ising model

h critical
point
T @ f T, T
() (b)

h =0+
M = M*(T)

h>0 and h<0

U, p

H,0

critical
point

vapour

co-existing
liquid - vapour

vapour

H=u(T) =0

p=pT)

i is the chemical potential, and p = u.(T) is the line of first order transitions in
the (u,T) plot for Hy0. It corresponds to the line A = 0 in the (h,T") plot for the
Ising model. The critical point terminates the line of 1st order transitions.
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(i) Approach along (a) gives a 1st order transition whilst approach along (b) through
the critical point gives a 2nd order transition.

(ii) The order parameters are:

magnetization M

The conjugate fields are:

magnetic field h

density p

chemical potential, i or
pressure, P

(iii) The behaviour near T =T, (t = (T — T.)/T.)

(a) t—0—, h=0+

t = 0=, p—pe(T) =0+

M(T) ~ [t p(T) = pi(T) — pe~ |t
pH(T) = po(T) = pe~ |t
Clear symmetry in curve No obvious symmetry but

(b) t—=0+, h=0

Susceptibility

=5,

Then

experimentally £, = §_

t = 0+, p=p(T)

X )

B
K(D) =3 (3),
Ky(T) is for ideal gas

X() ~ [t

Note that for the Ising model with t — 0—, h — 0+ we find x (7)) ~ [¢t|7"" with
v = 7. It should be remarked, howver, that ~/ is not defined for all models.
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()

t=0, h = 0+ t=0, p— p.— 0+
M ~ hs p—pe~ (1 — pe)s

B,7,0 are examples of critical exponents.

(iv) Coexisting phases

Ah

(a)

States between the curves I and II are physical but metastable. They do not
violate thermodynamic inequalities. In the PV plot this is equivalent to

oP
(av>T <!

which means that the compressibility is positive. This inequality is derived
from entropy being a maximum in equilibrium. However, these states are
unstable against changing to the mixed system, e.g., domains in the Ising
model (or ferromagnet), and liquid-gas mixture for water.

The continuous curves shown are the (h, M) and (P,V) curves for a pure
phase. E.g., the Van-der-Waals equation of state:

<P+;) (V—b) =T

The Maxwell construction gives the true equilibrium curve taking into account
the formation of the mixed system. The mixture is of the two phases A and
B. The rule for finding the interpolation is illustrated in the case of HyO:

B
Py = Pg, ,UA:,UB:>,UA—MB:/A vdP =0,

where v = V/N, and N is the number of particles. This is the equal areas
rule of Maxwell.
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5.1 The general structure of phase diagrams

A thermodynamic space, Y, is some region in an s-dimensional real vector space
spanned by field variables yy,...,ys (e.g., P,V,T,p,...). In Y there will be points
of two, three, etc. phase coexistence (c.f. A and B in HyO plot above), together
with critical points, multicritical points, critical end points, etc.. @ is the totality
of such points. The phase diagram is the pair (Y, Q).

Points of a given type lie in a smooth manifold, M, say. The codimension, x, of
these points is defined by

k= dim(Y) — dim(M).
E.g., two-phase points have k = 1; critical points (points that terminate two phase

lines) have k = 2.

There do not exist any simple rules for constructing geometrically all acceptable
phase diagrams, (Y,Q): we cannot easily construct all the phase diagrams which
could occur naturally.

5.1.1 Structures in a phase diagram: a description of @)

[ assume that there are ¢ components in the system, and hence there are (¢ + 1)
external fields: pq, ..., tte, . Then dim(Y) = (¢ + 1).

Manifolds of multiphase coexistence.

The Gibbs phase rule states that the coexistence of m phases in a system with
C components has

f=c+2—m

where f is the dimension of the manifold of m-phase coexistence.

proof: dim(Y) = (¢+ 1) and hence the manifold has codimension k = (c+ 1 — f).
But k = (m — 1) since k external fields must be tuned to bring about m-phase
coexistence.

An example of structures in a three dimensional phase diagram is shown below.
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first order surface =
2-phase coexistence

line of critical
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tfiple line =
3-phase coexistence

A tricritical point has k = 4. Its nature is most easily seen first in three dimen-
sions. This is already a special case since we can only be sure it will appear in
four dimensions. We suppose we have taken the appropriate cross-section of the 4D
space. this often occurs naturally since some of the parameters are naturally set
to the special values necessary to show up the tricritical point: e.g., by symmetry
considerations.

The hatched surfaces are 1st-order surfaces: surfaces of two phase coexistence. Thus
the 1st order line in 2D is really a line of triple points (three phase coexistence) in
higher dimensions.
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6 Landau-Ginsburg theory and mean field theory

The Landau-Ginsburg theory is a phenomenological theory describing all types of
phase transition which can be derived from the more complete theory. It is a classical
approach which breaks down in its simple form for low dimensions. However, it
can be used for developing the structure of phase transitions and phase diagrams.
Landau theory gives the correct prediction for critical indices in dimensions D > D,
where D, is a critical dimension which is different for different kinds of critical point.
E.g., for an ordinary critical point D, = 4, and for a tricritical point D, = 3.

Mean field theory is a method of analysing systems in which the site variable (spin
etc.) is assumed to interact with the mean field of the neighbours with which it
couples. In a spin model each of the neighbouring spins has the value of the mean
magnetisation per spin, M. The problem now reduces to that of a single spin in
an external field and can easily be solved. By demanding that the mean value of
the spin in question is M the solution yields a non-linear equation expressing this
assumption of self-consistency and from which M can be calculated as a function of
T. The approximation of the method is that it ignores fluctuations in the spins about
their mean. It will turn out that Landau theory suffers from the same deficiency as
we shall demonstrate. Mean field theory and Landau theory give the same, classical,
predictions for critical exponents.

Let the order parameter be M. Expand the equilibrium free energy per unit
volume, A(T, M), as
1 1 1
A:A0+§A2M2+ZA4M4+6A6M6+'--7 (31)
with Ay x (T'—1T,), Ay = as(T — T..), when |T — T.| is small. Note that A(T, M) is
the appropriate thermodynamic potential when 7', M are the independent variables.

There are no terms with odd powers of M. These can be present in principle but can
be consistently excluded by symmetry considerations if the microscopic Hamiltonian
is invariant under M — —M. If odd powers of M are present then generally the
theory has only first order transitions, although higher order transitions cannot
be totally excluded. T, is a complicated function of the couplings in the original,
microscopic, Hamiltonian as are the other coefficients, A,,. It is an assumption that
Ag is analytic in T: an assumption that can only be plausibly justified under certain
circumstances. This assumption as well as others is wrong if the dimension is low
enough.

Equilibrium is given by minimising the appropriate thermodynamic potential, in
this case A:
dA

M~

The observable value of the order parameter, M (7T), is the solution of this equation.

Then
> 1 AgA,
14+ = ).
( Ty T )

0, The Equation of State.

Ay
()| =|
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Thus as T' — T,

1 1
M)~ 7Tl = =L
We can rewrite the expression for M(T') as
Ay |7 AgA
M(T) = A—j i m(z), where 1z = Z;.

The analysis above is only possible if A4 > 0, in which case Ag only occurs in the
correction terms. If A4, < 0 then we require Ag > 0 to stabilize the calculation and
the results are different (see below).

Ays>0
If a field h is applied then the symmetry is broken and
1 o 1 4

At T =T, (A = 0) the condition for equilibrium is

“h+ AME=0 = M~hH3 = =23

For T' > T, we have (t = (T;?C)) the Equation of State (EoS) is

—h+ axTitM + AyM3 = 0.

Then the susceptibility is given by

_ (oM _ ! Tl = =1
X= oh h:O_CLQTC T=

Consider now T' < T,:

The curve of £M(T') vs T for h = 0 is a parabola for sufficiently small ¢ follows
from the EoS
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AyM? — ap|T — T M ~ h | (32)
where A, is a function of T" which does not vanish at 7' =T,

In general the EoS has the form
—a(T)YM +b(T)M? +...=h (33)
with a(7") > 0. Then have

‘U K/A |

M M

v

h>0 h<0

Plot A vs M for different h values to show what happens as h decreases from a large
positive value and eventually becomes large and negative.

h, h, 0 h, <<0

M varies smoothly as a function of A and metastability (supercooling) occurs when
h becomes negative. Eventually, either a transition to the lowest state takes place or
the metastable state becomes unstable and any fluctuation precipitates the change
to the true equilibrium state.

The Maxwell construction tells us that the stable state is not most generally
characterised by a constant M. Locally M is a constant but it can change globally
giving a domain structure. The Maxwell construction corresponds to the situation
when A = 0 and there are two degenerate minima associated with the two different
domains that can co-exist. Thus at h = 0 any value of M between these minima is
possible and corresponds to an appropriate mixture of domains. The above analysis
relies on the smoothness and differentiability of all functions A, h, M and can never
directly address the mixed-phase system.

A; <0

As T decreases A(M) behaves qualitatively differently depending on whether A, >
0or Ay <O:



6 LANDAU-GINSBURG THEORY AND MEAN FIELD THEORY 21

T>T. T>T,
T=T, ‘ A T=T, A
T< T(\ / T<T, \
M M
second-order transition at T = T, first-order phase transition at T,, T,> T,

Hence the system passes from a second-order transition to a first-order transition
as Ay changes sign and becomes negative.

The stationary points are at M = 0 and at
1
M2 = [—A4 (A3 — 44,4,) } 245 = M.

The + sign gives the minima and the — sign the maxima.

To is determined by A(M) = 0 having a double root at M = +M, (note that A,
is set to zero so that A(0) = 0 is the minimum for 7' > Tp). The solution is

3 A

=4 4
TR (34)

2

and at the transition

9 9 3 A
(AM)_M+_—4A6
Thus the point T' = T,., Ay = 0 separates the first-order line from the second-order
line: this is a tricritical point. To see the tricritical point these two parameters
have to take these special values and this requires tuning two external fields in
the phase diagram, although in the most general case, when odd powers of M are
included, up to four external fields must be tuned.

2,

Using Eq. (34) we see that Ay = as(To(g) — Te(g)) = % > 0 when Ay(g) <0,

and so we find

N

6

T = Tolg) > Tu(g): First order phase transition, Ay <0
T = Tolg) = Tg): Tricritical (TCP) phase transition, Ay=0
T = T.g): Continous phase transition, Ay >0

where the space of external fields is denoted by T and ¢ (e.g., g can be identified
with a chemical potential controlling the relative abundances in a two component
system). In terms of these variables the phase diagram has the form:
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gA

Ty(2)

TCP

' T2

\

\
\
|

T

We get different critical exponents for a TCP. As an example we calculate §: at
T = Trep M ~ hY?. The result can be derived immediately from Landau theory.

When T = Trcp both Ay and A, are zero and so we can write
A= —hM + AgMS.

Thus we find that

0A 1
el M ~ hs.
EYi 0 =

A summary of the critical indices is

A~ [ M~ (=) [ x~ 1t | M ~ hs
e B v )
CP 0 : 1 3
TCP ! ! 1 5

7 Mean field theory

Mean field theory works in the limit D — co. However, as we asserted earlier and
shall see later, the predictions for critical exponents are correct for D > D, where
D, is the critical dimension. Note that D, is different for different kinds of critical

point. E.g., D, = 4 for and ordinary CP but D. = 3 for a TCP.

We use the Ising model as the example to explain the ideas. In D dimensions there

are 2D = q nearest neighbours to each site. We have

H = —JZananJr“ — hZan.
n,u n
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We write the identity (see Cardy)
onon = (M + (0 —M)) (M + (6 — M)) (36)

and define do,, = (0, — M). Here M is the magnetization per spin. We expand this
expression and get

OnOw = — M?* + M(oy+o0w) + d0n 0w . (37)

The mean field approximation consists in ignoring the last term which represents
the interaction between sites of the fluctuations do of the spins about their mean
value. What this really means is that we are asserting that the role of fluctuations
is not important for the quantities we want to calculate. For example, it may be
that their whole effect is just to modify the value of J to some effective value or
they modify overall coefficients, but otherwise the theory gives the same answers for
phase structure etc. without explicitly including them.

This assumption is related to the central limit theorem. As D — oo we expect that
the magnitude of

(600 (55 Y_00n) ) ~ 1/V¥'D, n € 2D nearest neighbours of 0,

This measures the average interaction of fluctuations between a spin and its nearest
neighbours. Thus, the effect of fluctuations becomes negligible for large enough D.
How big D must be and how the assumption breaks down is the interesting question.

Then the mean field Hamiltonian H is
1

H = JqINM® — (¢JM +1)Y on (38)
and
7 g—iBaINM? Z eB@IM+h) 3 on
— e 2PeINM? [2 cosh B(qJM + h)]™ . (39)

Note that our discrete Ising spin has been replaced by a continous variable or field:
the magnetization M. This is a hint at why many different models are in the same
universality class.

The magnetization is given by

Z Ue,B(qJM—i-h)U
M = <0'0> _ o==%1

= tanh B(qJM + h). (40)
So
A = F/N = —kTlogZ =
= —kTlog[2cosh B(qgJM + h)] + ;qJMQ. (41)
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The result for M above (40) then also arises from minimizing the free energy A:

0A
e =0 = M = tanhfS(¢JM +h). (42)
oM ) ..,

This is the equation of state. For small M, h (i.e., ignoring non-linear terms in h
and a few other non-essential terms) we can expand A:

A:

1 1
—kTlog?2 — 3 log |1+ B*(qJM + h)?/2+ B (gJM + h)* /24 + .. | + §qJM2

= A(T) — (Bad)hM + 51— Ba)M* + ol (e MY+ (43)

where Ag absorbs terms independent of M, h. The equation of state is obtained as
stated by minimizing A as in (42). This can be clearly be interpreted in the spirit of
Landau-Ginsburg theory and we see that there is a second order phase transition at
T =T, where $.qJ = 1 or T, = qJ/k. The diagrammatic solution to the equation of
state is shown in the figures below for T < T.. There is always a solution M = 0 but
for T' < T this corresponds to a local maximum in A(M) and therefore does not
correspond to an equilibrium state. We have seen how this occurs in Landau theory
and in this explicit example we can verify it by expanding A in M for T ~ T, and
small h. In the second graph the smooth curve is the solution from the equation
of state for M(h), T < T, but the correct function describing equilibrium is the
solid curve given by the Maxwell construction. Points on the vertical part at h = 0
correspond to different mixtures of domains whose average gives the value of M.
The reason we do not get this from the statistical mechanics directly is that we have
explicitly dealt with homogeneous or translation invariant systems which excludes
this structure. Metastable states can be reached where x = M /0h > 0. This gives
rise to hysteresis effects.

Y M

T<T,
M = tanh(BJgM) ///

To examine these results and to obtain leading order results we can set fqJ =1 in
most places in (43) and use 7' ~ T, to find

1 1
A~A0+hM+§k(T—TC)M2+EkTCM4+ (44)

This makes the connection with Landau-Ginsburg theory very clear. This is the
same expression as in LG theory, equation (31). For example, for T'< T, M =01is a
maximum of A. However, we have suppressed all but the important 7" dependence
and so we should only use this expression where appropriate.
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8 The scaling hypothesis
In Landau theory we have
1 2 1 4

and

A
dM
—h+ A M+ AM? = 0,

where A is the free energy per unit volume. M is, for example, the magnetization
per unit volume in an Ising system or the deviation p* = p — p. of the density p
from its critical value p,. in a liquid.

We have seen how this leads to predictions for critical exponents. However, these
prediction do not always agree with experimentally observed values even though
the topological structure of the phase diagram can be well described by the Landau
approach. Because power-law behaviour is still the right form to use in fitting
experiment it suggests an approach based on a form of dimensional analysis or on a
scaling formulation.

Suppose we scale units by a factor “k”. Then, since, A is the free energy per unit
volume

A - A =kPA.

[ This means that if the old unit is @ and the new unit @’ then o' = k~'a. E.g.,
consider a length expressed in the two kinds of units. We must have

L'd = La = L' = kL
Vid? = Vil = V' = kPV

]

Denote the dimension of A by [A] so that [A] = —D. Suppose [M] = Dy but
a-priori we do not know the value of D,;. Note that it is not a general property that
we can assign a dimension to M. It will only be a useful concept near a continuous
transition. Of course, we can always use standard or “engineering” dimensional
analysis but here we are proposing something more general. Then

[A) = —(D+nDy) .

The phase transition is caused by As changing sign and we assume that Ay > 0
(however, see TCP) and so the series can be truncated after M*. We use the idea
that A is an homogeneous function and so we construct dimensionless ratios made

of h (E Al), AQ,A4I

h] = —(D+ D), [As] = —(D+2Dy), [A4] = —(D+4Dy) .
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Consider hA5? Al* and we find, for Djy; and D unrelated,

L+prtps =0 142p+4ps = 0 = pp = —
The only dimensionless term is thus

hAL?
|A2|3/2 :

A, is not particularly interesting: the denominator |As| is the interesting part. It is
natural to use |As| here and not A, since as Ay vanishes we must ensure continuity
of expressions. In other words we want continuity of A at T'= T, and will express
the behaviour for 7" > T,,T < T, as separate functions of |t|, t = (T — T.).

To carry the dimension of A we need to construct a variable with dimension —D.

(a) h=0. Find
| Ag|?
A24 ~ |t|2 .
(b) t =0= Ay = 0. Find
h4/3
A

So, using (a), we can write the singular part of A in its scaling form appropriate for
small A

h
A = alt] f- (bwm> . (45)

The functions f > apply for ¢ > 0 and ¢ < 0, respectively, with f_(0) = f-(0). Note

that the exponents 2 and 3/2 are universal but a and b are not. The theory will
describe e.g., both the ferromagnet and Hs0.

Then oA
1
e () e -
Oh ), o4 2327 <
M~ |t|/? t<0 fL(0+) >0
M =0 t>0 f.(04) = 0
Note that fL(0+) = — fL(0—) by symmetry. This is evident from our previous

discussion of Landau theory.
The susceptibility y is then

oM )
= (Z-) ~ [t A = 1.
X <8h> A = v

A> — ab2 g(O), A< — ab2 Z(O)
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We have the specific heat C' given by

0’A
¢c=T <8T>

From (45) find C ~t* — a =0

Both A., A. are non-zero and positive. Clearly, the ratio of A. to A. does not
depend on the non-universal parameter ab?. Thus, in addition to the critical expo-
nents, we expect A~ /A to be universal if the functions f> are universal. This is

<

h=0

true in Landau theory and we will see that it is true generally.

From (b) above we can also write the singular part of A appropriate for small ¢
and non-zero (positive) h as

1‘t|3/2
— chA/3 -
A = ch 9> (b 3 .

A similar analysis to that above pertains.

In this way we reproduce all the critical exponents that we derived before. The
scaling generalizes the approach to accommodate the observed values within this
general framework.

The hypothesis is the postulate that we can write
h
_ 2—a

from which we associate @ with the scaling of the free energy. This form is appro-
priate when t is non-zero. Clearly, from above the simple scaling argument gives
A ~ |t|* = a = 0. However, we now allow a, A to be free parameters.

Following our earlier steps we get

M~|tf t<0, B=2—a-A

= a +20+vy = 2 scaling relation

This is to be compared with the Rushbrooke inequality deduce from thermodynam-
ics: a+ 25 + 7 > 2 (problem sheet).

Other exponents are calculated with ¢ = 0. Take h > 0 and then we can rewrite

M = (94)0h) ~ [tf. (,;;)
AN B/A
. (%) fL (It}ILA> . (47)

)
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We assume that lim, .o ¢(z) is finite and # 0. Then for ¢t = 0

M ~ h'Py0) =

B (2-a—-A)
1/6 = N A —
s = A =05+ 7y scaling relation

On the assumption that the functions defined have suitable limits we have derived
scaling relationships between critical indices. This is because they are ultimately
dependent only on the two independent exponents o and A. This has been achieved
by invoking a generalized scaling theory which is dimensional analysis but with
dimensions which must be predicted by theory. We also see how universality
for exponents and amplitude ratios (such as A./A_) arise. This is because very
different theories can have order parameters with the same properties. For example,
magnetization M and density p* = (p — p.). The Landau analysis is the same for
all such theories which thus fall into universality classes. This will be justified by
the Renormalization Group (RG) analysis.

We shall also see that there is an exponent v associated with the divergence of the
correlation length ¢ defined by

E ~ |t|™" t—0.

9 Ciritical properties of the 1D Ising model

Except in special circumstances there are no phase transitions at non-zero T in
one dimension. The entropy S is largest when the system is disordered and its
contribution to /' = U —T'S dominates the internal energy term U except at T' = 0.
Hence, the minimum of F' always corresponds to a disordered state: a state usually
associated with high 7" in higher dimensional models. In the 1D Ising model there is
critical behaviour as T' — 0 = T, = 0. We can see this by computing the correlation
length for h = 0 and low T

&1 = log(Ay/A_) = logcoth3J
~ 2exp(—=2J/kT) T —0

£ ~ ;exp(ZJ/k:T) T—0. (48)

Thus £ diverges as T' — 0 and this signifies a continuous transition at 7, = 0. The
approach to the transition is actually T/J — 0, h/T — 0, which includes J — oo
at fixed "> 0. Because of this we use ¢ = exp(—4.J/kT) to measure the departure
from criticality rather than (7" — T,)/T. (there is a abritary nature to this choice,
see later). To encode the magnetic field dependence we use B = h/kT as defined
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before. Then from section 4 equation (25) we find for small ¢ and B
Y, B B 1
Vi+ B2 (/B2 +1

Compare with the form for M given by the scaling hypothesis (47) in the previous

section
Vs tA
M ~ B —
¢ B’

and we read off that § = co and 8§ = 5+ = A = 1/2. This gives 5 = 0,7 =1/2,
and if the scaling relation o + 26 4+ v = 2 holds true we find a« = 3/2. Also we

identify
o) = 1/Va2+1.

The exponent v is defined by £ ~ t™ and from above we have

£~ t7V2 = p=1/2.

The exponent 7 fleetingly referred to before is defined by

G(r) ~ el S
and we have from section (4) equation (30) that G(r) ~ sin®2¢ in this limit and

hence n = 1.

In fact, the definition of ¢ is rather arbitrary and any power of ¢ will do equally
well. This, of course, affects some of the exponents and so the better way to express
these results is

2—a=vy=v, p[f=0,0=00,n=1.

Remember the relation for a depends on assuming « + 25 + v = 2 but because
the definition of « is tricky in this case, it is not obvious that we can invoke this
relation. We can calculate the free energy directly from the exact solution and see
what is going on (see problem sheet 2). This is a pathology of the 1D Ising model
which is unusual in this respect.

10 The blocking transformation

The critical properties of a system are governed by the behaviour of degrees of
freedom which vary typically on the scale of the correlation length, £. Since, &
diverges at the critical point we are interested in the dynamics of modes whose
wavelengths are much larger than a lattice spacing and we would like to find an
effective theory or Hamiltonian which describes the large scale properties of the
system but which is, itself, defined only in terms of these long-wavelength modes.
Effectively, we want to “integrate” out the short-wavelength modes and come up
with a new theory with fewer degrees of freedom but which has the same critical
properties as the original system.
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We do something like this all the time. Chemists deal with collections of atoms
for which they have a way of describing their interactions and bonding properties.
When building a large molecule they generally do not write down Schrodinger’s
equation for all the constituent electrons and nuclei and solve from first principles.
Instead, they have an effective description in which the atoms are entities which
interact on a scale larger than the internal atomic scales. Their description is not
so elegant as the original Schédinger equation but it is practical and concentrates
on addressing the physics relevant to their problem. “Integrating” out the small
wavelength modes gave the atomic bound states in the first place. Again, we treat
atomic nuclei as particles with charge and if we want to study atomic physics we do
not feel it necessary to solve the nuclear physics of the nucleus at the same time. We
loose information (such as which isotopes are stable etc.) but we do not mind. Of
course, if the chemist heats up the molecules a lot, the atoms will eventually ionize
and the electrons and nuclei will become separate particles in a plasma. The atomic
— long-range — description is no longer any good.

In statistical systems we “thin” the degrees of freedom using a blocking strategy.
This can sometimes be exact but generally is approximate. The hope is that we
retain the correct critical properties and phase structure in the new theory. A bad
blocking scheme will eliminate degrees of freedom that are necessary for critical
behaviour and the scheme will fail.

We demonstrate the idea in the 1D Ising model where it is exact. We consider a
system with periodic boundary conditions with couplings J, h and comprised of N =
2™ ising spins. We demand that the partition function for this model is reproduced
by a similarly defined model with J’, k', N’ = 2=, We choose the second model
to be defined on the spins with even labels n only and perform the sum over spins
with n odd. The diagram shows the relation between the two models.

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

original lattice

le) 1 2 3 4 5 6 7 8

blocked lattice

We then can define the blocking transformation

N/
exp(=BH(J',W,N',a")—=BN'C") = Z (H 5%0217) exp(—BH(J,h, N,o)—BNC) ,
o p:l

(49)
with

H(J,h,N,0) = —J> 040py1 —hY 0, n=12,....N,oy=09. (50)
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We have allowed for an additive constant NC' in the partition function which we are
always free to do since it just trivially adds to the free energy. We shall see why it is
necessary below. (Note Yeomans introduces a similar C' but mine has the opposite
sign to hers — I prefer that C' adds to the free energy.)

The lattice spacing in the blocked model is 2 times the original model: a new block
spin o, has replaced blocks of two original spins (0,1, 09,) . The blocking function
that defines how this is done is denoted T'(¢”,0) and here

N/
T(o',0) = ][ 0ot ap - (51)
p=1

T satisfies the condition

Y T(o',o) = 1. (52)

o—/

This ensures that the blocked model has the original partition function Z(J, h,C, N):
Z(J',h,C",N"= Z exp(—=BH(J',W,N' ') — BN'C")
= > T(d',0) exp(=BH(J,h, N, o) = BNC)

= Z exp(—ﬂH(J,h,N,U) _BNO)

g

= Z(J,h,C,N)

The volumes of the two systems are the same: they describe the same system. We

define the blocking factor b = N/N’, and the lattice spacing has been scaled by
k = b~ (remember, by definition ¢’ = k~'a and here a’ = ba so that lengths in
lattice units scale as L' = kL). In the example here b = 2.

This particular form of blocking is called decimation and generally does not work
well but in our soluble model it is exact.

Another blocking strategy might for example be the majority rule where we take
blocks with an odd number 2q + 1 of spins and then b = 2¢ + 1. The block spin is
then given by

o = =t n=r-1)b+1r=1,2,....

b
Z On+p

That is, o’ is the majority sign of the block.

In the example we are considering we note that from (49) that the transfer matrix
of the blocked model is the square of that of the original model. So

W, = > 6 0 14 W
’ —_— / /
O Opit Op02p -0y, 1,02p+2 7" O2p O2p+1 " " O2p+1 O2p4-2
O2p+1

=
W= W2 (53)
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It is convenient to define z = e/, u = e’ ¢ = ¢7#¢ . Then from section 4 we have
-1
uz oz
= 4
w C( o1 ,uflz ) (5 )

and similarly for W’. We then have the relation

-1 -1 -1
Wz 2 wz oz wz oz
Cl( Sy ) = ( ol ) ( ol ) : (55)

These are three equations in three unknowns and so there is a solution. Without
the introduction of the additive constant C' in H this would not be the case. We
find

Ay = AP+ 1/ (56)
¢/ = Ap+1/p) (57)
S = AR 1)) (59)

The results are best expressed in terms of
= =1/ y=ePr=1/, w=eY"=1/c".

We then find the recursion relations

;o x(l+y)?
TS Gty (59)
, yle+y)
¥y = (14 zy) (60)
W = o (61)

(I+y)>?(z+y)(A+zy)

These equations are called Renormalization Group equations. They relate
the coupling constants of an original model to those of a similar model which has
degrees of freedom reduced by a factor b = N/N’ (b = 2 here) but which gives
rise to the same large-scale thermodynamic behaviour. This is clear because the
thermodynamic quantities in which we are interested are macroscopic degrees of
freedom which are determined from the partition function by differentiating with
respect to J, h.

Notes

The fields J, h couple to long range quantities since they are constants. To obtain
the connected pair correlation function G(r) we introduced a varying field h,, but
now we consider this field to vary very slowly on the range of one lattice spacing a.
We are ultimately interested only in G(r) for r >> a and so the blocked model retains
all the required information since only short wavelength degrees of freedom have
been removed. Their contribution is encoded in the changed coupling constants.
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(2) The RG equations can be iterated and this gives rise to RG trajectories in (z,y)
space. All models lying on a given trajectory give rise to the same long-range
physics. The graph below shows the structure in this case when A > 0.

There is a line of fixed points at © = 1 V y. This corresponds to 7'/J = oo for
which the model is maximally disordered. This includes the theories where J = 0
or T'= 0o. We expect this since for 7" > 0 the system is in the high temperature or
disordered phase and so under blocking any fixed point must correspond to disorder.
The point at x = 0,y = 1 is a fixed point which has 7" = 0, h = 0 and corresponds
to critical behaviour.

(3) The correlation length in physical units is unchanged by the blocking. However, in
the context of a given model, ¢ is measured in units of the lattice spacing a. After
p iterations of the blocking we then must have

a—bWVa = =2 =b07FE.

At a fixed point of the RG equations the correlation length must be unchanged:
&y, = £. This is only possible for £ =0 or £ = oo.

A fixed point with =10 is a trivial fixed point

. . _ is a non-trivial fixed point and corre-
A fixed point with £ = oo sponds to a continuous phase transition

See the figure above and note (2). We have seen that any model except at 5J =
o0, fh = 0 has a finite £ and so we expect all these models to flow to a trivial fixed
point. Note that & — oo as T' — 0 for J # 0, h = 0 which is where we expected &
to diverge.

(4) Near a fixed point the RG equations can be linearized.
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(i) z=1—-¢ Vuy

l—y
6,262 ) ’ I 1—¢
(14 y)? 4 u 1+y)

This gives the line of trivial fixed points defined by ¢ = 0 V y. The first
equation has no linear term.

(i) x=¢, y=1—1p:

€ = det+..., p =2p+....
This gives the behaviour in the neighbourhood of the fixed point correspond-
ing to the continuous phase transition. The linear transformation is already
diagonal with eigenvalues 4 and 2, respectively. It is useful to write these
eigenvalues as powers of b, i.e. we write (b = 2)

€ = bMe, p = bMp, with N=2 \=1.

We will see that \; and Aj, play the role of dimensions associated with = (and
hence t) and y (and hence h).

(5) C = ikT log(w) accumulates the free energy contributed by the degrees of freedom
which are summed over. It appears as an additive constant in the exponent in Z.
We consider the free energy per spin and note that it is composed of two distinct
parts:

F(J,h,C) = f(Jh) + C
KT

f(Jh) = —WlogZ(J,h,C:O,N). (62)

Then one iteration of the blocking gives

exp(=BNF(J,h,C)) = exp(=BN'F(J, I, ,C"))
=

Nl
F(J,h,C) = WF(J’,h’,c’) = b 'F(J K, C) (63)

After p iterations of blocking denote the coupling constants obtained by u, =
(Jp, hy) and the free energy by F(u,,C,). Then we have

F(Uo,c[)) = b_pF(Up,Cp)
=
flug) = b Pf(u,) + b PC, — Co. (64)

We see that C), accumulates the contribution to the free energy from the spins
which have been summed over. From the RG equation (61) for w (take logs of both
sides) we see that

Cp = bCpfl + bg(up,l) (65)

p—1 }
b PC, = > bg(u))+Co, p>0.

=0
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The RG equations thus define the function g(u) by (65) above.

We then have an important equation relating the free energy per spin of the original
model to that of the blocked model.

fu) = bPfw)  + zbw» | (66)

singular part

inhomog. part

with g(u) defined from the RG equation (61). The RHS contains a so-called “singu-
lar” part and an inhomogeneous part: the free energy does not transform homoge-
neously. Most authors throw away the inhomogeneous part by various arguments.
However, (as Ma remarks) this is not correct but can be shown to give the right
answers and allows us to concentrate on the homogeneous transformation of the
singular part. I will remark on this later.

Near to the fixed point (0,1) we can expand the RG equation for C' (z = ¢, y =
1—p):

w = 1w e((1—2¢) + ...)

4
=
C'/*2C+/<:T(110 e—llo 2—}64— )
= 1108 5 log 5 e
=
(u) k:T(ll L 11 2 + ) (67)
= —loge—-e—-1lo
glu gloge— e~ o8 5
where ... stands for terms higher order in ¢, p. Note that in this approximation

g(u) does not depend linearly on h since there is no linear term in p.

In this example we have demonstrated all of the technology of the RG and block-
ing. To derive the phenomenon of scaling and to see how critical indices arise we
give a general description of the RG in the next section but draw heavily on the
understanding gained from this example.

11 The Real Space Renormalization Group

Consider a system defined in D dimensions on a lattice of spacing a with N sites
and with a spin, or field, o, on the r-th site. Note now tht ¢ can be discrete or
continuous. The Hamiltonian is defined in terms of a set of operators O;({c}),
e.g., nearest neighbour, next nearest neighbour, multiple groups etc. The general

Hamiltonian is
Z w;0;({c}), (68)

where the u; are the associated coupling constants and u = (uq, us, ...). The parti-
tion function is then

Z(u,C,N) Zexp —BH(u,0) — BNC) ,



11 THE REAL SPACE RENORMALIZATION GROUP 36

where C' again will accumulate the free energy contribution from summed-over spins.
The RG transformation is defined in terms of a blocking kernel T'(¢’, o)
exp(—BH(u',0") = BN'C") = > T(o',0)exp(—BH(u,0) — BNC) .

We have seen an example of a blocking kernel in the previous section. The trans-
formation corresponds to summing over a subset of spins to give a model whose
Hamiltonian has the same form as the original one (68) but with different couplings.
The feature of the transformation is that the new, or blocked, model is defined on
a lattice with increased lattice spacing @’ and reduced number of sites N'.

a = d =ba b’ = N/N'.

In earlier discussion of scaling in section 8 we defined k by ' = k~'a = identify

k= b""! here.

E.g., in the 1D Ising model b = 2. We denote the RG transformation of the
couplings by R, so that under blocking

u, = w1 = R(u,).
We have
Z(u,,Cy) = Z(uy_1,Cpq1) Vp > 0.

Using results from the previous section we have

F(ug,Co) = b PPF(u,,C))

=
flw) = b7Pf(u,) + b7°C, — Co, (69)
and hence that
p—1
flag) = bPPf(w,) + D 07Pg(uy) . (70)
—_— —

singular part

inhomog. part

Again, the inhomogeneous part is the contribution from the degrees of freedom that
have been summed over.

Distances measured in terms of the lattice spacing as a unit also scale with b
r > r =blr

and in particular this applies to the correlation length ¢ — & = b~£. Remember,
the original scale parameter is k¥ = b~' and so we see that as expected [F] =
—-D,[r]=1,[¢] =1

We might expect that the pair correlation function behaves so that
G(r,u) = GO 'r,v),

certainly for r > a. However, we must also allow for a field rescaling factor where
appropriate. To understand how this works we make the following points:
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(1) o is a dummy variable of summation if it is discrete, or a dummy variable of
integration if a continuous field. Hence, we can always relabel the blocked field o’
to be o.

(2) In addition, we might consider that making a change of summation, or integration,
variable is appropriate. In particular, we can scale the field variable. This may not
be useful for a discrete spin since it then does not take values in the original set of
the unblocked spin but for a field o € R, for example, it is a possibility.

Combining these ideas and allowing for the field scaling, we write
o. = Z(b)o,. (71)

Such a rescaling does not affect the partition function Z, but, of course, to rexpress
the Hamiltonian in standard form then the u; will be changed in sympathy to absorb
approriate powers of Z. We are always allowed to do this — it is up to us. Choosing
Z(b) has to do with requiring good behaviour for the u; such as the existence of a
fixed point in the RG equations. It may even be necessary in order to have a simple
analysis in terms of fixed points and derive a useful RGE.

We then obtain the transformation

G(r,u) = Z(b)?*G(b 'r, ). (72)
Le.,
(02000)u = (0100w before relabelling and scaling,
— (73)
(02000)a = Z(0)*(01000)w after relabelling and scaling.

Here " = 10,7 = 20, these are the same physical lengths but in different units:
r'a = ra.

At a fixed point u* we have u* = R(u*) and hence, in particular, that
£ =€6=0"% = £=000.

We are interested in the non-trivial fixed points where £ = oo. Such fixed points
(f.p.) are associated with continuous phase transitions.

The RG transformation is defined by u — u’ = R(u). Consider the neighbourhood
of a fixed point u* and let

u=u"+v, u=u+v.

with v and v’ small. Then

Uj
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The transformation linearizes as we saw before in the 1D Ising example. We shall
assume that Kj; is a symmetric matrix and so is diagonalizable with real eigenvalues.
Other situations might occur. Let the eigenvalues of K;; be y, with eigenvectors e,.
Then we have

V= hee,, V. = > hle, = hl, = ysha. (75)

This last equation is really a difference equation and it is better to write it as

logy.
hy = he,  da=——20
@ ’ log b

(76)

Each A\, > 0 determines a critical exponent. The h, are the scaling fields (or
variables) of the system and measure the distance to the f.p. along the eigenvectors
e,. We see from the 1D Ising example that when small, (¢, k) are scaling fields. This
is generally the case for all similar models in any dimension.

The Hamiltonian in this region can be rewritten as
H(u) = H(u") + Z v;0;({c}) = H(u") + Z haOu({c})
Oa(fo}) = > (ea)iOi({0}) . (77)

The O,({c}) are scaling operators and are special linear combinations of the oper-
ators used to define the Hamiltonian.

(i) Aa > 0. |hg| increases under blocking and the system flows away from the fixed
point in the e, direction. Such a variable is a relevant variable and the associated
operator O,({c}) is a relevant operator.

(ii) Ao < 0. |ha| decreases under blocking and whatever its initial value it will flow to
its fixed point value. Such variables and their associated operators are irrelevant.

(ili) Ao = 0. Not considered.

The scenario for RG flows is
U, repulsive frajectory

~
r 4

& < infinity

<

~

criTioaI surface
& = infinity
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The surface of inflowing paths is called the critical surface. On this surface £ = oo
since all models that start in the critical surface are RG equivalent to the fixed point
theory u = u* which has £ = co. The corollary is that models that do not lie in the
critical surface have ¢ < oo since they are on trajectories that ultimately flow to a
trivial fixed point which has & = 0.

The important points are

Every model in the critical surface is at a continuous phase transition since £ = oc.

Every such phase transition is RG equivalent to the phase transition described by
the model at the fixed point where u = u*. In particular, we will expect to see the
same critical behaviour in all these models. This is the idea of universality.

To see the critical behaviour we must tune the external fields so that the couplings
u lie in the critical surface. From before we know that the number we need to tune
is k, the codimension, of the manifold of transitions. From the RG picture we see
that the number of parameters to be tuned is the number of relevant variables.
Thus

k = number of relevant variables at the fixed point.

The model may contain many couplings but the majority will be irrelevant. If there
are M couplings then the critical surface has dimension M — k. In general, k will
be small for practical purposes.

Consider models in the Ising universality class and consider an ordinary critical
point which has k = 2. We have external fields (7', h) and there also may be other
fields which we denote generically by ¢g. The coupling constants are functions of
(T, h,q): u(T,h,g).

For critical behaviour we must tune to 7' = T.(g), h = 0. Note, that T, is generally a
function of the couplings: the value of T, is different for different points in the critical
surface — it is not universal. For simplicity we include just one other coupling, g,
and then the space spanned by u has dim = 3. The critical surface is a line since it
has dim = 1, and note that it lies in the surface h = 0. The scenario is now

A uT

/criﬂcol surface

i

I

\
/ N

fixed point

@C v

U,
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We have set u = u* + (uy, up, uy) so that when (uq, up, uy) is small, and hence u
lies in the neighbourhood of u* (where the RG is linearizable), we have

U ~ at, up ~ aph, uy; ~ a.9,

where t and h are relevant scaling fields (as derived earlier), and g represents all
the irrelevant scaling fields. It is simple to define up, =0 when h =0 V T g.

The dotted circle is an example of a set of near critical theories. We follow the
blocking history of one such theory.

The RG equations for blocking by a scale factor b are

u, — w1 = R(u),
F(u,, Cy) = f(u,) + G,

p—1

flw) = b7 f(u,) + > 077 g(uy).

=0

(1) Since t = (T'—1T,)/T. and h are small we see that the trajectory passes very close
to u* and it passes through the neighbourhood where the RG is linear before it
moves away from the critical surface.

(2) The flow reaches the neighbourhood of u* after a finite number of iterations. This
is because this is all it takes for the irrelevant variables, like g, to become close to
their fixed point values. Let the number of iterations to this point be p. Note that
g essentially measures how far in the critical surface the model is from u*, and so
determines the value of p.

Look back at the flows for the 1D Ising model above. I did 1000 iterations per
curve but all of them get to (in that case) the trivial fixed points at = = 1 in only
a few steps indicating that p ~ 5 — 10.

Then we have

F1(1,1()7 CO) - b_ﬁDF(Uﬁ, Cﬁ) .

(i) up is in the neighbourhood of u* and so we write u; = u* + (u, up, ug).

(ii) I can always choose Cj so that C; = 0. Of course, this means that Cy = Cy(g)
since p depends on g. However, Cj is insensitive to (¢, h) since these variables
are very small and Cj is certainly well behaved as t,h — 0. (Another way to
see this is to consider the trajectory with ¢t = h = 0. It lies in the critical
surface but the flow is always very close to the one we are studying and so Cj
is essentially the same for both.)

(iii) b~PP = K is constant which is not important for our purposes.

We then have
F<u0700) - Kf(Ut,Uh,ug) )

where u* has been absorbed into a trivial redefinition of f. Because ¢t and h
are small, this blocked model is in the linear region of the RG and so we have

u = at, up = aph, u; = azg .



11 THE REAL SPACE RENORMALIZATION GROUP 41

We can always make this choice since the basis at u = u* is the set of eigenvectors
whose scaling fields {h,} are (¢, h, g).

The outcome is that the free energy of the original model close to the critical point
can be written

F(ug,Cy) = Kf(at,anh,a.9) . (78)
Perform p further iterations of the RG equations. We find
p—1 )
F(ug, Co) = bPPfOP 0P R, bPg) + S b 7Pg(bIMe) | (79)
j=0

where we have set K = 1,a; = a, = ag =1 for simplicity.

Note that the inhomogeneous part is now only dependent on ¢ and not h or any
other coupling. This is certainly true of the 1D Ising RG equation for C), in the
linear region. RG schemes that do not have this property are not necessarily wrong
but they are not useful: it can be considered a requirement of a good scheme. The
physical reason why it is generally true is that external fields, such as h, couple to
the large scale modes only, and so do not modify the contribution to the free energy
coming purely from the small scale modes. In a good RG scheme it is only the
latter over which we integrate when thinning modes and hence only these modes
that determine the inhomogeneous function g(u) which is therefore is independent
of h etc. How this argument works is easier to verify for some schemes than others.

One iteration changes the scale by a discrete amount b. However, in the neighbour-
hood of u* the point u, is a slow moving as a function of p and the trajectory is
essentially continuous. In fact, many RG schemes (see later) are continuous and the
RG equations are differential equations and, in any case, discrete schemes can be
extended to be continuous. Thus, we can treat b” and b7 as continuous variables.

Denote the total rescaling by b = b?. Consider first the singular contribution to
F (79) R R R R
F, = b Pf(b t,0™h,brg) . (80)

Choose b so that
bME =1, t>0, bMt = —1, t<0. (81)
That is, we iterate until we reach a reference model which, by definition, has lt| =1

and relate all quantities to their values in this model. Since A\, < 0 we have b*7g ~ 0
for |¢| sufficiently small. Then

h
_ 14D/A
F, = |t|"/f <i1, mAh/At’O) . (82)
We see that we have recovered the scaling hypothesis postulated earlier with

fz<x> = f(:i:l,l‘,O) = f:l:(x) (83)
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We can read off the required exponents

a = 2-D/),

An
A = =

At

D — X\,
. 0 ey
2\, — D
v = 2A—(2—qa) = 2 )
At

A An

s = 2 _ , 84

Note that the exponents are the same for ¢20, the difference is in the coefficient
only. This is obvious from the linear form of the RG equations near the fixed point.

We must check that the inhomogeneous part does not upset these predictions. In
fact, it will only possibly affect a since all other indices are associated with quantities
obtained by differentiating with respect to A and this term is independent of h as
discussed above. This is a general result.

Let s = b7*|t|. The inhomogeneous part of (79) is then approximated by an
integral

-1

pl - ds
S0 Pgb ) PP s ) s ges),
Jj=0
L Sy
= ds s7PAg(xs)
Nlogh Sy ©°° 9(£s) (85)

The overall factor of |t|P/*t is the same as the singular contribution, but the integral
has lower limit |¢| and we cannot be sure that it converges as |t| — 0. However, it
can be shown/argued that this term is finite and takes the form

Clt|P + Le(t) (86)
where I, (t) is a power series in |t| (i.e., an analytic function):
L) =10 + 1)t + ... . (87)

(However, the 1D Ising model is a counter-example and in fact the scaling relation
a+2f+~ = 2 does not hold — see problem sheet.). This expansion effectively relies
on g(u) being analytic in the sense that we can expand g(u) =3, g,u™ (see Cardy
p56). Many books wrongly omit a proper discussion of I (¢) at this stage. Then

Fi(ug,Co) = [t/ (fi (Wfi/xt> +Ci> + I.(1) . (88)

The singular nature of observables is carried by the first term (D/\; an integer is
a special case). The terms C4|t|P/* + I.(t) only contribute to the specific heat
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exponent; I (t) contributes only a non-leading non-singluar contribution and so
is generally omitted from the discussion. However, when we discuss the Gaussian
model we shall see that this is correct only for D < D, (D, = 4 in this analysis) and
that I (¢) actually implements the mean-field predictions for D > D..

Note that f. are universal functions since they are computed only from the fixed
point model. Then amplitude ratios for observables are universal. E.g., for the
ratio of susceptibilities x4 ~ AL|t|™7:

A _ fI0)

A_ f(0)

We need the ratio since we set K = 1 for simplicity above but it is not universal
and only in the ratio does it cancel out. In a similar manner the amplitude ratio
f+(0) + C4

ADETa (89)

which contributes to the specific heat, is also universal.

When we discussed the scaling hypothesis we proposed that [M] = Dy, [A] = —D.
By this we mean that under rescaling by a factor k the following transformations
hold:

a — ad = kla,
r — 1 = kr,
M = M = kDPw, (90)

AM) — AM) = kPAM) .

where a is the length unit in which distance are measured. Under the RG rescaling
we measure distances in lattice units and we have a — a’ = ba and so we identify
k = b~! in the above. Then we can read the RG scaling transformations from the
results above:

r — 1 = blr = [r] =1,

t = t = bt = [t]=-X,

h — N = bMh = [h] = = An, (91)
F(t,h) — F@{',W) = WF{t,h) =  [F]=-D,

o — d, 0. = Zb)o,, Z(b) ~b¢ .

The result for F' is the usual statement for how F' scales and is clearly incorporated
in the scaling of Fy in (80). It also follows from the result for Fiy (¢, h) in (88) since
we have [Fy] = [t|]- D/\, = —D.

We then also have that
M ~ |t = [M]=8[tl=—-(D—-X\) = Dy=-D+M\,.

Note that
[hM] = — D+ XN+ [h] = =D,

and hence that the relevant term in the Hamiltonian for the effective field theory is

Hy = [dPra = [a®oPaM = [ a7 W’ = (] =0.
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This is correct since, as H appears as an exponent in the exponential for the partition
function, it must be dimensionless.

An example is given by the susceptibility

= O S = M- = ~Dtox
but — x ~ {7 = I = =7t =

and so v = 2\, — D)/,
as derived earlier.

You might ask how I can simply assign a dimension to observables? The answer is

it is only possible near a continuous phase transition for which the trajectories pass
close to a non-trivial fixed point where we can linearize the RG equations;

ordinary dimensional analysis is really working but there is a hidden variable carry-
ing dimension in the final results. E.g., in statistical physics it is the lattice spacing
a and in QFT it is the large momentum cutoff A. This occurs in the theory of
non-linear equations, fluids etc where the scale is the physical size of the source or
the scale of stirring. Basically, functions simplify near a phase transition and for
example the two field correlator behaves like

a”

G always has engineering dimension D — 2 but the large r behaviour looks like it
has dimension D — 2 + 7 since the numerator balances the anomalous term.

Consider the correlation length . After blocking p times to the linear region we
have & = b7 &. We then subsequently rescale by an amount b = [¢t|~%/** to reach

the reference model with |[t| = 1. Let the correlation length of this reference model
be &. Then clearly

§=bh& ~ Jt7, (93)
since p is small and finite and &, is fixed. But
. 1

Putting all the results together we have the scaling relations
a+280+~v=2, pBé=pF+7y, a=2-Dv. (95)

To determine 7 we need to discuss the spin rescaling factor Z(b) in (72). The choice
of Z is up to us and we must find the right criterion. In the 1D example Z =1 is
fine but we shall see how it is chosen in a more general example. Given Z we can
deduce 7 as follows.

For a < r <« £ we consider the model after blocking p times. We need consider
only £ = oo since r < § and then u; ~ u*. After p blockings we have

G(r,u) = K(P)?G@ObPr,u*) and K(p) = Z(b,u;)Z(b,uz)...Z(b,uy). (96)
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Here K (p) accumulates the Z factors on the flow into the fixed point and u; ~ u*
by definition. Now define

G(r) = G(r,u*) and G(r) = K({p)>G(b7Pr) , (97)

where G(r) is a universal function since it is defined for u = u*. Let Z(b, u*) = b
and then, remembering that p is fixed and finite, after further blocking p times with
b = 0P we have

_ O _ 2p (1~ — X op1 ~
G(r,u) = G(r)pbl\—/; ZPGE0LPr) = GO r) = G(r) o (98)
Thus
D—-24+n= -2 = n=2-D-2. (99)

For the 1D Ising model (=0, = n=1.

Now, for a function f(r) that has [f] = p we have that f(r) = b?f(b"'r). An
important deduction is that we can assign a dimension to the Green function from
above: [G] = 2¢. In turn this implies a dimension for the field o,: [o] = ( since
G(r) = (0, 0p). In other words, all correlation functions have a dimension deter-
mined by the field dimension: [G(™] = n¢. This analysis applies whenever r < £
and is meaningful because ¢ — oo as we approach a critical surface.

12 The Partition Function and Field Theory

The partition function Z is defined by

zZ= / {dp}eH® (100)

where ¢(x) is a generic field degree of freedom. H(¢) is the effective Hamiltonian
given by
Hg) = [ dx H(o(x)

where H(¢(x)) is the Hamiltonian density. A is the large momentum cut-off which,
for a lattice of spacing a, is A = 27 /a. In this case the integral will be a sum over
all sites of a discrete Hamiltonian density. The crucial point is that there will, in
general, be a cut-off of some kind. The integral stands for the sum over sites in the

lattice case: ik
/deZ, /—HZ (101)
~ 2T .

For a single scalar field H takes the general form

H(A, ¢) = ;a1(A,T)(V¢)2+;m2(A,T)¢2+ L (A, TY* 4+ ...+ (Vo) +... .

ag

The dependence on T is encoded now through the coupling constants. We shall only
discuss the ordinary critical point at ~ = 0 otherwise we need a generalization to
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include e.g., ¢ and ¢° terms. The coupling constants would then be functions of all
the external fields that can be tuned to realize the various phase transitions of the
theory.

The kinetic term no longer has unit coefficient since it is not a more special term
than any other. However, it is often convenient to rescale ¢ to make this particular
coefficient unity.

The coupling constants depend on the cutoff A (or equivalently, a) since when we
block the theory the couplings change according to the RG equations as does A:
A — A = A/b. The dependence on A parameterizes the RG trajectory.

This general structure can be justified by a number of arguments:

H is the result of iterating RG equations for an original model which is in the
same universality class as the scalar field theory. The large-scale degree of freedom
which characterizes the critical behaviour is a scalar field e.g., the magnetization
in a ferromagnet or the density in a liquid/gas system.

For example, the blocking transformation we can choose
i 1 / /
ox) = 75 [ dx o(x).

where v is a volume centred at x, L is the block size and v = L > aP.

Alternatively, we may choose

~ de ipx T
609 = [ amyp € 90)

Here ¢(x) is composed of the low-momentum degrees of freedom only : L = 27 /A’

In either case the blocked model is equivalent to a field theory for (;3 defined on a
lattice of spacing ~ L. Then

WD [y 5 (6 (@) O

We saw that mean field theory gives an expression for the free energy in terms of a
scalar field e.g., M. The mean field approximation consisted of ignoring fluctuations
as irrelevant. However, we should expect M to vary on the scale of the correlation
length and so a more general expression for the energy will include kinetic terms
like (V¢)? as shown above. These terms like (V¢)? are generally irrelevant (in RG
terms) and will be ignored.

We probe a system with a long wavelength external field J(x). The response to
changes in J is the variation in the conjugate scalar field, denoted ¢ here. This
field will vary only on the large scale and the energy can always be expanded as
above for H.

We can recover the Landau-Ginsburg theory from this formalism. As we block, the
cut-off A decreases until A < £71 or equivalently a > &. The shortest scale in the
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model is then the block size L ~ A~!. On dimensional grounds LG theory assumes
that for L large enough

a”'(A)

a7 (A)(V) ~ A%~ (M) ~ E

¢* < m*¢? (102)

and hence the effective Hamiltonian is insensitive to V¢ and so ¢ can be treated
as a constant. Then

oV — /dgb ¢~ VH(A=06)
1

1
H = 5m*0.1)¢" + 190, 1)6" + ...

We have integrated out over all scales and produced renormalized coupling con-
stants and an effective Hamiltonian depending on ¢.

Now
/dx o-VS@) _  ,~VS(o) /du o VIS (@o)u? + ]
o~ VS(x0) /du o3V 5" (z0)u? [1— Z1"/5(4)u4 + ..
1 4 ‘
e—VS(zo) 27 \ 2 1_L S() n
Vs” 8V (S5")? Y
where S'(zg) = 0, u=xz—10.
Hence
logV
FIKT = H(A=0,¢y) + 0(0{"’; )

where ¢y is the global minimum of H(0,¢). This is Landau’s method with
H(0,¢) as the free energy function BUT this procedure requires the limit A —
0, (L — o) to be under control. In particular Landau assumes that m?(0,T) is
analytic in 7. Then all that the integration over scales has done is to fix the value
of T,.. This assumption is wrong for D < D, and Landau’s method fails.

13 The Gaussian Model

A soluble field theory is the Gaussian model where H is quadratic in the fields. We
have

H o= 3 (07 (Vo) +m?(x) — J()o(x) (103)

Again note that the kinetic term has a coefficient or coupling constant a~*. It is
better to rewrite this in wavevector space (or momentum space) using

op) = [ dx e o(x) . (104)
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4 A=mwa

A/b

Note that since ¢(x) is real ¢(—p) = ¢*(p). For an infinite volume lattice of spacing
a the values of p lie in the Brillouin zone which in 2D is shown in the figure.

Then

H($) = ;/pSA (;iwa (a7'p* +m?) 16(p)I* = (J(—P)o(p) + J(P)O(~P)) ?lel-
105

I have arranged the .J é term so that it is explicitly real. We then have
Zo = [[]dofp) e . (106)
P

The exponent is diagonal and we can complete the square for each p separately

SOP)AD(-p) — 5 (J(-D)3B) + J(0)3(-D)) =
Ha(9)
> (5(0) — J(0)A(9)) A(p) (3(-) — J(~p)A (D)
~ S J)A (0} ()
Alp) = a'p*+m?.
Then
2~ za o0} [ gty T B (107)

Zo = [{dd} exp ( / (;l:fD HG@)) .

Z is independent of J since it is a purely Gaussian integral which can be done by
a change of variables in the usual way. Hence, Z4 is an overall constant multiplier
which can usually be ignored. We shall do this in all that follows.

As seen before we have

logZ, (6(x)e(y))e =

J=0

e
0. (x) 8/ (y)

log Z, . (108)
J=0
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We also have

G@op). = [ dxdy e e (H(x)o(y)). .

Using translation invariance (¢(x)d(y)). = Go(r), r = y — x, and so, changing
variables to x and r,

(d(@)d(p))e = / dx dr e TP)Xe PTG (r) = (2m) P57 (p + q) Go(p) -

Thus
(Gla)(p))e = (2m)P6P(p +q) Go(p) , (109)
but from (105) and (107) above

e = (2m)P— - log 2y = (2m)P6P)(p +q) A(p)™*
G@AP). = (@rPP e ] Iz = (20)°0”(p+ @) Alp)
~ < Q@
=  Gop) = A7'(p) = T am? (110)
[ It helps to note that
Jo)= [@Pqop+a) J(-a), Ap)=A(-p). |
We immediately have
ge_r/g
Py o o« C R
G — / —ip'x ~
olr) @n)P © Pt am? X
m oL r L f s
with 72 = am?. Thus for a = 1 we have £ = 1/m.
Also, from earlier, the susceptibility is given by the general result
X = /de(r) = G(0) =
1
= =g (111)

In an interacting theory we can block until A{ = k < 1 and then, assuming, like
LG, that the interactions between the block spins are heavily suppressed, the theory
is well described by a Gaussian model with effective coupling constants a(A =
k&L T),m(A = k& T). From above we see that as  diverges at a critical point
so does x. We might expect from this that since & ~ [¢|™ and then y ~ [t|7%".
However, we must allow that a(k&5T) ~ € = x ~ [¢|7®+")" instead. this
happens if fluctuations cannot be ignored, contrary to the LG idea. Then must
keep interaction terms.
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To investigate such behaviour further we implement a RG transformation which
consists of two steps: a thinning of high momentum degrees of freedom and a rescal-
ing step, just as we did in earlier cases. We illustrate this procedure by applying to
the Gaussian model.

We set J(x) = h, a constant. Then the relevant term in H is

h/dx 6(x) = hé(0) . (112)

Thinning. The blocking strategy is to divide ¢ into two parts:

o(p) = cz?<(~p)+<?>>(p)

7 _ ) o(p) 0<p<A/b
- 0 0<p<A/b
?>(p) = {a)(p) Ab<p<A

This divides the Brillouin zone into two regions associated with low momentum and
high momentum, respectively, using a scale factor b. We can then decompose the
partition function into a piece that depends on gz~5< only times a piece that depends
on gz~5> only. This is easily done because the field theory is Gaussian. We get

Z, = /Hdg5< o H(9<) /quz~5> o H($>) (113)

The integrals over b~ can be explicitly done since they are Gaussian and they simply
give an overall factor in the partition function which encodes their contribution to
the free energy. Only H(¢.) depends on h since h only couples to ¢(0) = ¢ (0).

2o = ¢ [T]dbe exp (—H(b2)) | (114)

The theory is described by H(¢.) but with a smaller cutoff A’ = A/b. In other
words we have integrated out high momentum degrees of freedom and have a new
or blocked theory defined on a Brillouin zone of extent given by A’.

The Hamiltonian of the blocked model is, in this case, the same as the original one
but with cut-off A’/

G = [ Gt 5 (079 ) eI +hoc(0), p=pl, (115)

Rescaling. We rescale the momentum by a factor of b so that the Brillouin zone is
restored to its original size and hence the related cutoff to its original value. This
is simply a change of units; in the blocking for the Ising model we always naturally
used the lattice spacing as our unit and this is just doing the same. However, We
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can also choose to rescale the field variable at the same time. We thus define the
rescalings

AN S A= bA,
P - q=0bbp = 0<g<A,
d<(p) — da): o<(p) = Zo(q). (116)

This is just a change of field integration variable. Note that the rescaling factor,
7, for the coordinate space field ¢(x) is given by Z = b= Z.

In terms of the new or blocked fields the blocked Hamiltonian is now

=2 | T4 (0T ) 3 + Z0d0) . (1)
2 g<A (2m)P b2 '

We can relabel q as p since it is a dummy integration variable. Then we see that

we recover a Gaussian Hamiltonian of the same form as the original.

The important point is that the by thinning and then rescaling we have the same
cutoff for the original and the blocked models. Of course, all quantities with dimen-
sion will scale with b as well. For example, the correlation length for the blocked
Hamiltonian is smaller by a factor of b: & — £/b. The RG transformation denoted
by R(b) is then

R(b) : H(¢7 a? m7 h? A) —> H(¢7 a/7m/7 h/7A) Y

(O/)_l _ 22 b_D_QO[_l,
m = ZbPPm,
W = Zh. (118)

This defines the RG equations for ~ofl, m, h. The question is what is most useful
choice for the field rescaling factor Z7 It should be emphasized that any choice for
Z will yield correct results but there is a particular best choice. Some examples:

1) Z? < bP. This choice implies that both a~!,m are irrelevant since they will flow
to a fixed point at a~! = m = 0. This is not very useful and must extract the
physics from the way these quantities decay to zero;

2) Z2 > bP*2. Both a~!,m are relevant near the fp. at a=* = m = 0. This is
also tricky to analyze although it is a choice that might be entertained for more
complicated models.

In fact the best choice is Z2 = bP*2 for which we find the RG equations
()t =at, m =bm, K =P (119)

a is now constant and can be chosen as « = 1. Near to a critical point £ = 1/m
diverges and we can expand m? about T = T, to give m? ~ |t|. We thus see from
(119) that

it — [t = 0’ = AN=2,

ho— W= WPYE = A\ =D/2+1. (120)
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This predicts
a=4-D)/2, p=(D-2)/4, v=1/2, v=1. (121)

These are not mean field predictions for a and 3, but note that they do attain their
mean field values for D = 4. This is an indication that D. = 4. At h = 0 from (88)

Fi(ug, Cy) = [t[P (f2 (0)+Cy) + Ii(t). (122)

For D > 4 have D/X\; = D/2 > 2 and the first term is less singular than the ¢* term
in I (t) which therefore controls the specific heat exponent giving o« = 0 which is the
mean field result. The way the critical behaviour becomes mean-field behaviour for
the other exponents is concerned with the idea of "dangerous irrelevant variables”
but will not discuss this here.

Note that this choice for Z corresponds to Z2 = b=P+2 where Z is the corresponding
field rescaling (or renormalization) factor for ¢(x).

14 The Perturbation Expansion

We start with the definition

< 6(0)0(a) >= 3 [ db 6(0)o(z) e

Let 1 1 1
g _ / dx = 2 1 9.9 ~ gt
(¢) x S(VO)? + 5m%e* + 19
where m? can be negative. The situation m? < 0 corresponds to spontaneous

breaking of the symmetry ¢ — —¢ in the bare Hamiltonian. However, we shall see
that the effective mass is positive once loop corrections are included.

The quantities we need are the connected r-point functions

) ) )
0J(2z1)6J(2z2) ~ 6J(z,)

(0(21)9(22) ... d(2r))c = log Z(J) ,

J=0

where

Z(J) = /dgb eSO gy = /dx J(x)p(x) .

We can calculate the expression for (). by example as we did before:

<o(y)o(z) > = < o(y)o(z) > —(o(y)){6(2)) -

They are the physical response functions encoding the response to an external field.
On physical grounds we would the expect that

(D(21)B(22) ... $(z,))e — 0 |zi—25] > 00  like e = =l/S,

This will not be true unless we subtract off all disconnected contributions. Note also
that then

/dz1 o dzy ($(2)0(22) . D)) x V (123)
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as is expected on physical grounds. For the moment we consider m? > 0 and we
have

1 52 1 6 1 6
<Py)o() >e = (zwww(z)w)) - (zw(y)‘z(‘”) (Zw(z)z“)>

However, the second term on RHS just subtracts off the disconnected piece, so if
we restrict our calculation of the first term to connected contributions we can omit
these disconnected terms. We have

J=0

1 1 1
S(0) = [dx 5(Ve) + smie* + [dx pgo",

So

and so we consider
Z(J) _ /de e—So(¢)+J¢ e—falx%gqb4

Zo(J)

_ i (i) Zy(J) .

Here
Zo(J) = e 1 [dxdy J(x)G(x-y)J(y) )

Then (taking only connected contributions)
2~ [ax ()" Zy(J)

<o(y)o(z) >, = T '
(v)o(z) e () 2400

J=0

We tacitly cancel overall constant multipliers such as Zg discussed before. We now
expand both numerator and denominator as a series in g. We note that the denomi-
nator does not depend on y, z and so will only contribute disconnected terms when
the whole expression is written as a power series in g. Because they are disconnected
these contribute terms diverge with the volume V' and must ultimately cancel oth-
erwise (123) would not hold . In fact, this is ensured because the denominator is a
factor of the numerator. Hence, we recover the terms we want by considering only
the connected terms from the numerator. This will be understood from now on.

The O(g°) term is just what we calculated in the Gaussian model and so we find

52

R A E]

Zo(J) = Go(z—y) + O(9) -

J=0

The O(g) term is

- w&i;@/d" (5(]5@;)) %)

The rules for differentiating Zy(.J) are clear. Every pair of derivatives gives a Gaus-
sian two-point function, or propagator, Gy(r). Thus we can immediately write down

J=0
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this contribution by adding up the results of considering all possible pairings but
remembering to keep only connected contributions. This sum over all pairings is
none other than Wick’s theorem. Wick’s theorem is the general way to work out
Gaussian integrals such as we have here. We then find that this term is

_ 4.3 (—Z) [ dx Goly = x)Go(0)Golx — 2)

This can be represented graphically as (no disconnected terms appear)

q

This contribution is best expressed in momentum space since it clearly consists of
convolutions of functions. We then get

((P)oP))e = (2m)sP (p+p')G(p)

D

G(b) = Gatw) ~ § o) ([ (51 Gola)) Galo

The O(g) term is represented graphically above. We have that

~ 1
G -
0(p) p2+m2 )

and so the integrals over momentum can be written explicitly and then evaluated.
In the above term we have

/ (;lﬂ)qD Gola) = / (;ZW)qD qQ—I}mz'

We note that this is divergent and so the cut-off will be rather necessary!

All perturbation theory terms can be calculated and represented by diagrams in
this way. The Feynman rules for constructing the diagrams are

ﬁ for each propagator line
| & for each closed 1
(2m)D Oor each closed 10Op
(2m)40P (X py) momemtum conservation at each vertex
C= % symmetry factor

Where S is the number of symmetry operations that leave the graph unchanged.
For example, if we include also a ¢? interaction we have
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S =2 @ S=6

Note again that disconnected contributions to the numerator, e.g.,
@ )

are cancelled by terms in the denominator. Hence, only get connected graphs for
expansion of GG. These come from the numerator only.

To account for the situation where m? < 0, which is the situation we will encounter,
we notice that we can redefine S

[ax S0P + Lpre + [ax Jm? )6 + oot

So

with 4 > 0 and where we treat m? — u? ~ O(g). This corresponds to expanding
about a different unperturbed or Gaussian action. After all, in quantum mechanics
the complete set of oscillator states spans the space of wavefunctions whatever
choice is made for the oscillator frequency w. Of course, there may be an optimal
choice which could, for example, be chosen using the variational principle.

Then we have
Glo) = Gulp) ~ Gulp)m ~ wCalw) — §Galw) ([ (5t Gola) Gulo) +
. 1

" e

It is useful to define the truncated r-point function. The r-point function ér(pl, . Pr)
is defined by (G = G3)

27r D 5D (Z pz> p1, e ,pr /dxl dx, < ¢(Xl)¢(X2) ¢(Xr) >. o —iPiXs ’

and the truncated r-point function is defined by

~ ér(~p1, . ,pi)
G(p1)G(p2)...G(py)

G, contains the denominator of the RHS as a factor and T, is often a more useful
quantity with which to work. Then, for the 2-point function

f‘r(pla s 7pr) =

L(p) = G'p) = pP’+u° + (M*— %) + g / (;Z:;JD Golq) + ...0(g) .
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In graphical representation we have

q
(m’*-u)
G(p) = O = D - ﬁ - Cg pilp
q
(m’*-u)
'p= (——)' = (——)' + -« + CgQ

The expansion shown for T is exact to O(g) but corresponds to a sum over selected
1-particle irreducible graphs in G. this can be seen as follows (dm? = m? — u?):

B 1

|
G:T— =1
F GO +(5m2+2

Y

where ¥ represents 1-particle irreducible (1PI) diagrams. This means that they
cannot be separated into two pieces by cutting one line only. E.g.,

i<)

1PI IPR

Expand the above expression to give

G:Go — éo(am2+2)éo
Go

+ Go(0m*+ %) Gy (6m> + )Gy + ...

Diagrammatically we have
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Note that T is truncated because it contains no propagator factors, G, for external
legs.

The expansion for f(p) can be improved by summing over all bubble insertions
on the internal loop. Then

I'(p) = (—.—)] = p2 +m° o+ Cg Q + ...

Note that p? has cancelled out here. This is an integral equation. For our smoothed
theory we have

m? = m?*(A,T).
Remember that m? is not necessarily positive. Then
- Zy(p*, T)
GP) = 50 -
p® +m?*(0,T)

Here m?(0,T) = £2(T) and is positive. The loop correction renormalizes m?
additively and the resulting effective mass is positive. Now

m?2(0,T)

X = f(pzo):m'

x~! vanishes at T' = T, which is given by the vanishing of the renormalized mass:

lim m?(0,T) = 0.

T—T.

Note that in general limy_,7, Z5(0,7) = 0 as well but that the numerator dominates.
In fact for our present discussion

Zy =1+ 0(g%) ,

and hence to O(g) we have Z, = 1.

Now

5 A dD 1
m2(0,T) = / T

Note that the bubble summation removed all reference to 2. In fact we can see
that by choosing % = m?(0,7T) in the first place we automatically get the improved
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formula from the one-loop expression. The coefficient of % comes from the symmetry
factor as described above. Using m?(0,T.) = 0 we write

2 ) —om¥( g A dPp 1 _i
m(0.1) = m(AT) - m / )P [ 2+ m2(0,T) p?
g o A dD
= A1 T
(0 )/ P eI

Where t = (T — T.)/T..

We consider two cases:

D > 4 The integral is dominated by large p and is finite in the limit m? — 0. Then
m?*(0,T) = At + Bm?*(0,T).
This is consistent with the Landau behaviour

m?(0,T) = Ct

D < 4 The integral is sensitive to low p and is Infra-Red divergent unless m? > 0:
m?(0,T) = At + Bm®”~2(0,7)

This is clearly inconsistent with the Landau assumption: the integral is important.
IR divergences invalidate Landau’s assumption.

D =4 A marginal case with IR logarithmic corrections
m?(0,T) = At + Bm®log m>.

Get Landau behaviour modified by logs.

Hence D, =4 and for D < 4 IR effects destroy mean-field predictions.

This theory applies to an ordinary critical point in Landau’s theory: the coefficient
of ¢? vanishes. If, for some reason, the ¢* were absent and the interaction started
at the g¢® term then the loop contribution would be

/A daP 1 /A daP 1
(2m)P p2+m2(0,7) (2m)P g% +m?2(0,7T)

Subtracting off the value at m? = 0 and isolating the most IR divergent integral
gives

/A dPp /A dD 1
p? +m?(0,7))(q* +m?(0, 7))
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There are no IR problems for 2D —6 > 0, i.e., D > 3. Hence in this case D. = 3. In
Landau’s theory this situation corresponds to a tricritical point: the coefficients of
¢? and ¢* vanish.

In general, for interaction ¢*® we find
(n—1)D. —2n =0,

or

This interaction is relevant only for critical points of order n. For D = 2 all
critical points show anomalous behaviour but for D = 3 only critical and tricritical
points are anomalous, and even then the corrections to mean-field predictions at the
tricritical point are only logarithmic.

15 The Ginsberg Criterion for D,

Mean Field Theory breaks down because the assumption that we may ignore fluc-
tuations as T — T,., & — oo is wrong. The alternative way to say this is that
Infra-Red effects are important. This is true for sufficiently low dimensions D < D,,
where D, depends on the kind of transition being considered: D, = 4 for a Critical
Point and D, = 3 for a TriCritical Point.

The susceptibity x per unit volume is
D D e "/t 2
Xw/de(x)N/deDﬂwf.

In LG theory we found that x ~ [t|~! and so we deduce that &2 ~ |t/ as well.
Le., for LG have [t] = 1/2.

The fluctuations are coherent, or correlated, over a block of linear size L ~ £ so
that V ~ &P, Measure everything now "per block of size £”; this is the new “unit
volume”.

(1) Now looking at the block of size ~ &, the fluctuation is of magnitude

AM = [ aP2d%y (6(x)0(y)) ~ (6x))(6(y)) = V [ dP2 G(x),
Le., the susceptibility (up to factors). Thus, from above
AMZ — Vg? ~ €D+2‘
(2) In LG theory for some general continuous transition with 7" < 7T, the free energy is
A~ —alt|M? + Ay M* + ... — M ~ V|[t|/C2

Thus, we find
M ~ éD*l/(nfl).
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Then for LG to work we need that the fluctuations become unimportant w.r.t. M
as t — 0. Now,
AM?2 €(D+2)
M2 £2D-2/(n-1)

and we thus require

2n
n—1

(D+2)—2D+2/(n—1)<0 = D>D, =

For n = 2 (CP) have D. = 4, and for n = 3 (TCP) have D. = 3.

Our anomalous scaling analysis works for D < D, where generally the fixed points
are at non-zero values of the couplings. For D > D, Mean Field Theory holds and
fixed points are Gaussian in nature. The change over requires an analysis of so-called
“dangerous irrelevant variables”.
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Notes and Extra Material

16 Calculation of the Critical Index

This section is concerned with the calculation of the critical index v in the Ising
model. We work with ¢* field theory in D dimensions.

S(¢) = /dx ;(V¢)2+;m2¢2+i!g¢4 ...
{mﬂ = 2 [¢gJ=4—-D=ce.

We may imagine that we have obtained this action by integrating out the short
wavelength modes. In general all types of interaction are present. Clearly ¢ has
been renormalized to give the canonical form to the kinetic term. Alternatively, we
can accept that S(¢) has been generated from the Ising model by the transformation
described in earlier sections. We note for interest that the Ising model is identical
to ¢* field theory in the limit m? — —oo, ¢ — oo such that 6|/m?|/g = 1.

Suppose that we have integrated over all momenta p > A and that the effective
parameters are m?(A,T) and g(A,T). We shall also allow for multiplicative field
renormalization constant Z(A,T). Now integrate over the next momentum slice.

Write
P(x) = ¢ (x) + o< (x) .
¢~ contains contributions from momenta in the range A — A < p < A.
¢~ contains contributions from momenta in the range 0 < p < A — JA.
Then

zZ = /d¢<d¢> e S(¢>+0<)
We do the integrals over ¢~ to get an action as a function of ¢ only.

S(p<+02) = S(6) +5(6=) + [ dx [V Vo +mipos.]
+ L [ dx [2020. + 30202 + 26262

The term quadratic in the fields vanishes identically. Since in p-space ¢~ and ¢~
have disjoint support

/dx¢>(x)¢<(x) = /dpé<(p)$>(_p) 0.
Then

Z = /d¢< e—5(@<) /d¢> e=S(>) =15 [ dx[20% 65 +3¢2 6% +26 <63 | .
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As before we expand all exponentials of non-quadratic terms

Zz =
/d¢< —5(62) /d¢> e~ 3(VoLHim2el) |y _ %¢i T
2
g g
[1 — 15 (20205 + 30203 +20262) + 52 (2015 + 36265 +26262)° — ..

The integrals over odd functions of ¢. vanish and so will be omitted from now on.

After the d¢~ integrals have been done we are left with a polynomial in ¢_ and its
derivatives. We gather these terms up and absorb them into S(¢.) by a redefinition
or renormalization of the coupling constants.

The important one-loop terms and their diagrammatic representation are

—4 [ dx¢2 g2 Q —i

9% (x)
g
% dx¢2 @2 [ dy¢? ¢> 62 (%) ><:>< 2(y)
g g
2 [ dxoo ¢ [ dydd o Lo<(x) C) ,, 6 (y)
2 2

is the propagator of ¢ and has support in p-space only for A—dA <
p < A. The last of the terms above is zero since ¢ has disjoint p-space support
from that of the intermediate propagator.

Other terms give either

(i) zero, since they contain an odd power of ¢-, or

(ii) a six-point function and a higher order (O(g?)) mass renormalization term.

We can now read off the renormalizations of m?(A, T) and g(A,T) to 1-loop

ANT) A b 1
g(A, )/ dp ‘ (124)
2 A=sA (2m)P p2+m?2(A,T)

m*(A — 6N, T) = m*(A, T) +

In momentum space we have for the 4-point function

f; / (waD ¢2(q) T(a) 6%(—a) .
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where

I'a) = / b : :
V= Jacon @m)2 p2+m2(A,T) (p+ @2 + m2(A,T)

with the restriction A — dA < |p +q| < A.
We can expand T'(q) = T'(0) + ¢*T’(0) + ... and then the operator generated is

I [r0) [ axot +ar ) [ ax(ovo7 4

Note that new operators are generated as well as ones we are interested in. It
should be remarked at this point that the analysis of the higher dimension operators
generated in this way is not easy and is better approached by other renormalization
group techniques However, there does exist work that has pushed the above style
of analysis, i.e., momentum thinning, successfully to the study of the role of such
operators. To 1-loop we do not encounter these difficulties. Also note that because
the graph

q g q

is independent of q we do not generate the operator (V¢.)? to 1-loop. More on this
later.

This slicing approach is different from that in the section on mass renormalization
earlier. The slicing builds up the final result in stages; each diagram gives a contri-
bution proportional to A, and by absorbing these contributions into a redefinition
of the couplings we obtain RG equations for how the coupling constants flow with
A. The procedure corresponds to a resummation of particular contributions in the
perturbation series, not unlike the equations we derived for the mass renormaliza-
tion.

Then we find the equation for g

g(A =M, T) = g(A,T) — ggz(A’ T) /AA_(;A (;Zw)pD (p*+ mi(/\, )y

We note that from the equation for m?, eqn. (124), the renormalization is positive.
Hence if we want

lim m?(A, T.) =0,
A—0

we require m?(A,T) < 0: the “bare” mass is negative. The expansion is still
fine since it is only necessary that the gaussian exponent gives convergent integrals.
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Inspecting the denominator of the integrand in eqn. (124) this demands only that
this denominator remains positive and so that

A? > —m*(A,T) VA .
It can be verified in what follows that this inequality is always respected.

We now rewrite the two renormalization equations in differential form in terms of
dimensionless quantities.

w0, T) = A?m?*(A,T)
AD,T) = A g(AT),

where b = log(Ag/A) and € =4 — D. Ay is the cut-off for the original theory.

Then we have the evolution equations

du? Qp A
- 4 ——=

b SR TO Y

d\ 30, A2

2= e — 12
b~ 2P+ (125)

Qp is the surface area of a unit sphere in D dimensions: €, = 272.

In order to integrate these equations the propagator for ¢ must take the canonical
form 1/(p?+m?). In general, after integrating over the momentum shell of thickness
dA, the renormalized action, Sg(¢~) will be of the form

Sn(o<) = S(6)+ 30miE + oo

1 1
— 502(V6)* + 5100 (9<Vo) + ..,

where 0z determines the field rescaling or renormalization. We would like to keep
the coefficient of VoV to be unity at each step (just like in the Gaussian model)
and so we can renormalize the field at each step so that this is true. This means
we start the next step from the same style of action as the previous one and can so
easily iterate (i.e., integtate) the RG equations. This is a component of the scaling
part of the RG apprpoach which we describe now.

As in the Gaussian model, we can perform a rescaling so that we recover the same
cut-off Ay but in new units. Note, that under this rescaling © and A do not change
since they are dimensionless. We carry out the rescaling every time we integrate out
a shell from A to A — dA. Of course, the value of b keeps track of the total amount
of rescaling.

Let k = e’ After integration of the RG equation above we can write the RG

followed by the rescaling step as follows:
In momentum space we have
A() — A — AQ = kA s
P - P = q=krp = 0<¢<A,

9-(p) — d<(p) — ¢(a) = Z7¢(p). (126)



16 CALCULATION OF THE CRITICAL INDEX 65

In coordinate space we have

ap — a — ayg = a/k,
X — X — Xy = X/k,
P<(x) = d(x) = P(x0) = Z7o(x). (127)

Since ¢(p) is the Fourier transform of ¢(x) we find immediately that Z(b) = x? Z(b).
This follows because the measures in the Fourier transforms for p and q are dPp
and d”q, respectively, and d”q = k”dPp; it is just like in the Gaussian model.

From the definitions of © and A we have, in either case,
uwb,T) — ugrT) = Z(b,T)u(d,T)
AL, T) — Ag(b,T) = Z*b, T)ND,T) ,

and the RG equations above must be modified accordingly to give the flows for ug
and A\g.

However, we have note that to the order in which we are working,(1-loop), Z = 1.
Henceforth, we set Z = 1 above, and identify (ug, Ag) with (u, ). In a general case,
we would need to compute Z(b,T) but in ¢* theory this is hard and needs some
further work.

It is important to remark at this stage that the renormalization choices I am making
(e.g. defining the coefficient of the kinetic term to be unity), are not forced on me
by physics: they are convenient for the perturbative-style analysis. Other choices
may be necessary in more complex situations in order to reveal the structure of more
complex phase transitions in the most effective way.

The transformation takes the form

S(6,u% As o) EBEON G210 02 (5), A (b), ¢ Ao)
rescalin
OIS S, 1R (b), Arn (D), Ao) .

Here Z = Z(b), u = m/A and )\, is the dimensionless coupling derived from the
actual coupling g, associated with field monomial of order n. This is the core of the
renormalization group transformation with the RG flow equations given above in
(125). Note that by dealing with dimensionless quantities all explicit reference
to the cut-off A disappears.

The fixed points (u*?, \*) of these RG equations are

e<0 0 , 0) trivial f.p. - IR attractive
e>0 0 , 0) trivial f.p. - UV attractive
€ 1672

(-5

3 €) non-trivial f.p. - IR attractive

In the neighbourhood of the non-trivial f.p. we have, to O(e)

(i) = (5" %))

where z = u? — u*?, y = A — \*. As before o t. then
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(1) A and hence g is an irrelevant variable and A is driven by the RG flow to the
non-trivial fixed point. Thus whatever coupling \q we start with in the original
theory we always end up with the unique value \* = (1672/3)e.

(2) in contrast, u? is a relevant variable and so we know that ¢ must be tuned to zero
so that u? (and hence m?) lies in the critical surface. From above we see that

1 1 1 1
N = 2—— = — = -4 —
¢ 36 = UV N 2+126
5!
a = 2—Dv = azée.

(3) Consider a flow equation of the form

d\

=50

This equation has fixed points Ay where 3(\%) =0, e.g.,

B) ¢
ok ik * ok A
AN A, A
I A <A0,T) <A;  then  limp,e AB,T) = Al
If A< XNO,T)< X then limy_y0o A(b, T) = A}

Fixed points Ay where §'()\;) < 0 are Infra-Red attractive, and alternatively if
B'(A;) > 0 the points are Ultra-Violet attractive.

Note that

(a) In statistical mechanics we are given the UV or bare coupling A\(0,7"), and
the IR or renormalized coupling is an IR point of S(\).

(b) In quantum field theory we are given the IR or renormalized coupling
A(oo,T): it is a renormalization condition from experiment or other low en-
ergy condition. Since A\(oco,T') is not generally a fixed point of B(\) it must
be that the UV or bare coupling is a UV fixed point of 5. (It should be noted
that although we have worked exclusively in FEuclidean space it is believed
that the divergences are the same as for the Minkowski version of the theory.
This belief can be demonstrated in perturbation theory.)
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In our calculation we found the fixed points (u*?, \*)

e<0 0 , 0) trivial f.p. - IR attractive
e>0 0 , 0) trivial f.p. - UV attractive
167>
(—% : 37T €) non-trivial f.p. - IR attractive

It is believed that there are no others, not even at A = co. This means for quantum
field theory that there is no UV fixed point to be associated with the bare coupling
except the one at (0,0) when € < 0. Hence, it follow that

e<0 AR =
e>0 AR S%e,

where M = A\(b = oo, T'). This is the statement of triviality for ¢* quantum field
theory. It means that in dimension four or greater the only consistent renormalized
¢* theory in the limit of infinite cut-off is a free theory: Az = 0. Of course, we
are not required to take the cut-off to infinity, rather we should keep it much larger
than the physical momentum scales on which the theory is being applied. Even
then, for finite A the analysis presented gives an upper limit to Az. Such upper
limits have been used to set upper bounds on the Higgs mass in the most common
version of the standard model.

Since € is small we can get a reliable expansion in € for both u*2 and \*. This is
the epsilon expansion

oo
A= Z ane" .
n=1
It is hoped that the radius of convergence is greater than one, thus including results

for D = 3.

In the Landau theory we associate the coefficient of M* with the low-momentum
dimensionful coupling

9(T) = A lim e\, T) .

This is because g(T') is the coefficient of M* in the effective action derived by the
Legendre transform. (Z = 1 to O(e) otherwise we would need to include Z? in the
definition of ¢(T)).

Let
g(b,T) = e ®A(b,T) .
Then the equation for the flow of A in the neighbourhood of the fixed point implies

dg_ 3 eb 2
b 16m2 9
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or

1 1 3 & (,eb-D)

-~ _ € € -1

g " gb) ~ Tom2 (¢ )
and thus
g(b)
b) = - .
9(6) 14 2% (b — 1)
3 &

ale) =

1672 c

Denoting ¢(7T') = g(oo,T) we have the following results

e >0: g(T) = 0. Hence Landau’s method fails and the relevant physics is encoded
in how ¢(b,7) — 0 as b — oo.
e < 0: We have

g(T)Zli(?(?-

Since here g(7') is finite and non-zero Landau’s method works. As before we
are assuming that b is large enough so that the equations we integrated to get
this result are valid. In this case ¢g(7") is actually independent of b.

e=0: g(T) = 0. Landau theory fails but

B g(b)
9(b) = 1+ 25(b—1b)
g(b) = gg(b)

1+ 1672 1Og% '

L.e., only logarithmic violations of Landau theory.

17 General Ideas

Note. The general ideas of relating physical phenomena on widely differing scales
by renormalization group methods is widely applicable in many fields. For example:

(i) general diffusion models such as diffusion on fractal structures and the large scale
effects of diffusive transport processes in fluid flow;

(ii) turbulence in fluids. The fluid velocity field, u(x,t), of fully developed turbulence
has energy density, as a function of wavenumber k,

1 .
k?E(k) ~ v /dxdyu(x7 t) - u(y, t)ezlo(x—y)

with E(k) ~ k=3 for large k.
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This result is derived by “naive” dimensional analysis (Kolmogorov). However, a
full solution of the Navier-Stokes equation can correct the exponent:

E(K) ~ k™57,

where 7 is the anomalous term. However, recent work suggests that normally n = 0

17.1 Domains and the Maxwell Construction

To realise a value of M between the values +Mp associated with the pure system
boundaries between phases or domains form. In each domain the magnetisation is
oriented differently and so the bulk average magnetisation can be any value in the
range —|M| to | M|, where | M| is the magnetization of a pure domain. The walls do
increase the energy of the system by Ae and there is also an increase in the entropy,
AS. since there are many ways of realising the mixed state. However, the resultant
change in the free-energy, AF = Ae — TAS , depends on the surface area of the
walls and is negligible in the limit of very large volume. Of course, the actual way
in which domains, or bubbles, form and move is very important (e.g. in the early
universe, cosmic string formation etc.) but needs more analysis than the embodied
in the Maxwell construction.

17.2 Types of critical point

An ordinary critical point has k = 2 and occurs when two coexisting phases
become identical:

a a
b b
two coexisting phases phases are identical: a=b

a / critical point

A critical end-point occurs with codimension x when two coexisting phases be-
come identical in the presence of (k — 2) other phases:
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a
a
——————— b
b
C
C
d
a = b coexisting with ¢ a =b coexisting with ¢,d
k=3 Kx=4

Thus the critical end-point terminates a line of critical points and also terminates
a line of triple points.

Note that a phase diagram can often only be properly understood if plotted in the
space of all relevant parameters. E.g., the Gibbs rule might seem to be violated
since too many phases are coexisting at one point. However, if the space is enlarged
in dimension this will be seen as a special case which only occurs for a particular
cross-section of the enlarged space;

forbidden for ¢ = 1

but allowed for ¢ = 2.

For the tri-critical point, a less special 2D cross-section of the same model will be:

MA

first order

/ critical end point

~

N
. _— second order
N\

A/ \
\
\

\
\
\
\

\

s T

Here we have set h = 0 (see 3D plot) but have changed the value of a fourth
parameter u.

A\ 4
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A bicritical point is a critical point at which two critical lines terminate. A
typical phase diagram is shown below. A model which has a phase diagram like
this is given by the Hamiltonian

1 1

H=-J %8s+ 508 (517 = (02 + (1))

oy 27 = 2
19> 1

< 17 > means nearest neighbour pairs, i.e., it labels the links on the lattice.

s; is a vector at the i-th site with |s;| = 1.

A

g
@ 4/—/ second order

first order \JA

bicritical point

B

e For low T thermal fluctuations can be ignored and it is safe to just find the
configuration (i.e., set of values) of spins {s;} which minimizes H. Since J > 0
the first term causes the spins to align with each other to give ferromagnetic
ordering.

(i) g < 0. Ordering is preferred along z-axis. This is phase B.
(ii) g > 0. Ordering is preferred in the zy-plane L z-axis. This is phase A.

(iii) g = 0. Neither A nor B preferred: two-phase coexistence — it is a first-
order line and the transition occurs as g changes sign at low 7T'..

e For high T ordering is absent: it is destroyed by thermal fluctuations. Consider
|g| large and increase T" from low to high value.

(i) g < 0: In this regime the fluctuations in the zy-plane are negligible and
we may set s?,s! ~ 0 and only the z-component survives and we have
an Ising model. As T increases we then observe the second-order phase

transition of the 3D Ising model. This is the dotted line for g < 0.

(ii) g > 0: In this regime the fluctuations in s? are negligible and we recover
the O(2), plane rotator, model which exhibits second-order behaviour as
T increases. this gives the i dotted line for g > 0.

All lines cannot terminate abruptly since the LG theory predicts that the
change between different potential shapes is continuous. Therefore, in the
absence of any more structure, the lines of transitions must join up as shown.
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e Another thing to note is that the surfaces to the low-T side of the lines of
critical points are first-order surfaces. This can be seen by imposing a magnetic
field h on the system with components both || and L to the z-axis and adding
the magnitude, h, of h (including sign) as a third orthogonal axis to generate
a 3D phase plot of which our 2D plot is the h = 0 cross-section. Then as h
changes sign the magnetisation, M, changes discontinuously at h = 0. This
occurs as the surfaces in our 2D phase diagram on the low-T side of the critical
lines are punctured, and hence they are in fact first-order surfaces. Of course,
because the order parameter is a vector the possible patterns of behaviour and
the competition between the effects of the terms governed by the coupling, g,
and by h is, in general, complicated.

In this case, the line ¢ = 0 at low T is revealed as a line of multiphase
coexistence.

An r-critical point is where r critical lines terminate.

A critical point of n-th order has xk = n + 2 and is complicated.

17.3 Hysteresis

If h is tuned from positive to negative the true minimum describing equilibrium
changes from one to the other, but it takes time to re-establish th equilibrium
especially if the intervening barrier is high. Consequently, the system can be in a
metastable state corresponding to the local but not global minimum. This is the
phenomenon of hysteresis. What happens is clear from the equation of state:

(d)

For h; there is unique minimum and the state is stable.

For hy there are two minima (a) and (c) and a maximum (b). State (c) is stable
and (a) is metastable, but (b) is unstable corresponding to a maximum of A
and thermodynamic inequalities are violated here.
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17.4 Mean Field Theory

The mean field approach is a type of variational principle. It can be formulated in
a way due to Feynman and Peierls using the result that if g(z) is a convex function
then (g(x)) > g({x)) whatever the probability distribution defining (.) (See Binney
et al). In particular, the exponential function is convex. Let H be the Hamiltonian
of a model of interest and Hy the Hamiltonian of a related soluble model. Then we
can write

o—H _  o—Ho,—(H—Hp)

=
e~ Ho

T — Z oH — o Fo Z — o~ (H—Ho)

o ag N —_—

po(o)

=

e P — o <€*(H*H0)> > e f0 e~ (H—=Ho)o

=

F < Fy + (H—H)o, (128)

where ()o signifies averaging over the soluble model described by Hy. In general,
Hy will depend on a set of variational parameters, for example, the mean field
magnetization M. The best estimate for F' is then to minimize the RHS of (128)
w.r.t these parameters. Applied to the Ising model we recover the same results as
above. However, this formulation of the variational principle is very general and is
used widely.

(2) For the Gaussian, or free, field theory in D > 1 we have ( = [0] = —(D —2)/2
since the kinetic term in the Hamiltonian

S| a7 (Vox)? (129)

is dimensionless up to energy units. For r < £ there is no other dimensionful length
but r and so we have (see Eq. 73)

Gb™'r) = G@') = (om00) = b {0, 00) = b *G(r)
= G0 ~ = oy



