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#### Abstract

We give a detailed account of the theory of position space renormalization using graphical functions in the case of dimensionally regularized $\phi^{4}$ theory in four dimensions. In this theory we calculate the beta function, the mass gamma function, and the self-energy to seven loops in the minimal subtraction scheme. The anomalous dimension $\gamma$ is calculated to loop order eight. When possible, we generalize to even dimensions $\geq 4$ with particular focus on $\phi^{3}$ theory in six dimensions. In this theory we calculate the anomalous dimension $\gamma$ to loop order six.
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## I. INTRODUCTION

The calculation of the renormalization functions $\beta, \gamma$, and $\gamma_{m}$ for a given quantum field theory (QFT) is a classical problem in particle physics [1]. The beta function determines the running of the coupling, whereas $\gamma$ and $\gamma_{m}$ are the anomalous dimensions of the field and the mass. Knowledge of the renormalization functions also provides approximations for the critical exponents of phase transitions in certain universality classes of statistical models [2]. So, the calculation of $\beta, \gamma$, and $\gamma_{m}$ to highest possible loop orders has impact beyond QFT.

The classical method to calculate these renormalization functions is based on momentum space. In many decades of research very refined techniques were developed, most notably the reduction to master integrals after infrared $R^{*}$ reduction. An overview over the classical methods is in [3] where the beta function in $\phi^{4}$ theory is calculated to six loops (i.e., six independent cycles of the underlying Feynman graphs). In $\phi^{4}$ theory a spin zero boson interacts with itself in a quartic process (in Nature realized in the Higgs sector of the standard model). The six loop result is world leading within all QFTs for the classical method. Outside $\phi^{4}$ theory, the beta function is typically known to five loops [4-8].

A decade ago the theory of graphical functions was developed by the author to calculate Feynman periods in four dimensions (residues of Feynman integrals with a single logarithmic divergence) [9]. Using the theory of graphical functions it was possible for the first time to
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calculate a significant number of Feynman periods. With these results the author discovered a connection between QFT and motivic Galois theory, a deep and rich mathematical structure which generalizes Galois theory to higher dimensions in the context of algebraic integrals (see e.g., $[10,11]$ ). The discovery lead to the formulation of the coaction conjectures in [12]. Now, the connection (also named "the coaction principle" or "the cosmic Galois group") has turned into a classic field in modern QFT (see, e.g., [13] and the references therein).

In collaboration with Michael Borinsky, it has lately been possible to generalize the theory of graphical functions to even dimensions $\geq 4$ [14] (the article also serves as an up to date reference for graphical functions in four dimensions). While for $\phi^{4}$ theory we only need results in four dimensions, basically any other QFT (at least conveniently) uses higher even dimensions: The $\phi^{3}$ theory of spin zero bosons with a cubic self-interaction lives in six dimensions and calculations in gauge theories map by a dimensional shift mechanism to graphical functions in four, six, and eight dimensions. In $\phi^{3}$ theory, the graphical function method provides a complete list of Feynman periods up to six loops and partial results up to nine loops [15,16]. All results are consistent with the connection to motivic Galois theory.

Every graphical function is a single-valued function on the complex plane with singularities at 0 and 1 (and at infinity) [17]. Calculations within the theory of graphical functions showed demand to understand a new class of hyperlogarithmic functions, the generalized single-valued hyperlogarithms (GSVHs) [18]. In contrast to standard hyperlogarithms where singularities correspond to punctures in the complex plane, GSVHs allow the integrand to have a more complicated structure. In the denominator of the integrand factors are possible which are bilinear in the integration variable and its complex conjugate. These factors $a z \bar{z}+b z+c \bar{z}+d, a, b, c, d \in \mathbb{C}$, generalize the factors $z-e$ or $\bar{z}-f, e, f \in \mathbb{C}$, in standard single-valued
hyperlogarithms [19]. For single-valuedness one needs the condition that before integration the nonpointlike zeros in the denominator of a GSVH has to be lifted by zeros in the numerator (although the factor does not cancel in the fraction, see [18] for a precise statement). This condition is a general property of graphical functions. The most prominent example of a nonstandard factor in the denominator is $z-\bar{z}$. The denominator $z-\bar{z}$ was already studied in [20] with no direct connection to graphical functions.

After the establishment of the theory of graphical functions in [14] and the theory of GSVHs in [18], the final step to more physical applications is the generalization to noninteger dimensions which is required by the commonly used dimensional regularization scheme. With this extension to $d-\epsilon$ dimensions it becomes possible to handle Feynman integrals with subdivergences.

The general idea is reasonably straightforward. Graphical functions in $d-\epsilon$ dimensions have Laurent expansions in $\epsilon$ where each coefficient resembles the properties of graphical functions in integer dimensions. In particular, each coefficient is a single-valued function on $\mathbb{C} \backslash\{0,1\}$. At reasonably low loop orders the function space of the coefficients is covered by GSVHs with ubiquitous use of the denominator $z-\bar{z}$. The main technique of appending an edge to a known graphical function generalizes to $d-\epsilon$ dimensions (Sec. IV).

Still, there are many subtleties which have to be worked out. On one hand one has to handle singularities, which is very efficiently facilitated by a subtraction scheme (see Sec. V). Only with this regularization prescription one is able to transfer the basic tools for graphical functions to noninteger dimensions (see Secs. VII and VIII). On the other hand there exists a plethora of new techniques which are needed to make efficient use of graphical functions in
noninteger dimensions (see Secs. IX and X). Small graphs whose graphical functions are not accessible by any known method can sometimes be evaluated with E. Panzer's HyperInt which was suggested by F. Brown [21] (see Sec. XI). We begin the article with a section on graphical functions (Sec. II) and on their use for the calculation of renormalization functions (Sec. III). In Sec. VI we explain how to calculate Feynman periods from graphical functions in $d-\epsilon$ dimensions. We end the article with a worked example that demonstrates how the various techniques interplay to calculate the Laurent coefficients of a rather complex graphical function in four dimensions (Sec. XII).

All three theories-graphical functions, GSVHs, and the extension of graphical functions to noninteger dimensions-are new and very different from momentum space techniques. In particular, the presented techniques for the calculation of graphical functions in noninteger dimensions are far from exhaustive. Moreover, the implementation HyperlogProcedures [16] is written in MAPLE with no good handling for systems of linear equations relating coefficients of graphical functions for various graphs and various powers of $\epsilon$. This limits the power of the new technique (see, e.g., [15] for a C++ addition). It is to be expected that the method will become much more powerful with more systematic approaches in the future. Still, the theory proved immediately successful. It quickly was possible to confirm the six loop momentum space result by M. V. Kompaniets and E. Panzer [3]. Soon thereafter, a new result for the seventh loop order of the $\phi^{4}$ beta function was available [22]. In the meantime, the gamma function in $\phi^{4}$ theory has been calculated to eight loops in the minimal subtraction scheme,

$$
\begin{align*}
\gamma_{8}\left(\phi^{4}\right)= & \frac{1506066907}{6635520}+\frac{115767719}{414720} \zeta(3)+\frac{549949}{829440} \pi^{4}-\frac{1274869}{11520} \zeta(5)+\frac{39437}{90720} \pi^{6}+\frac{642917}{1920} \zeta(3)^{2} \\
& +\frac{1837}{8640} \pi^{4} \zeta(3)-\frac{6018361}{5760} \zeta(7)+\frac{672397}{6480000} \pi^{8}+\frac{807}{2} \zeta(3) \zeta(5)+\frac{3801}{100} \zeta(5,3)+\frac{635}{2268} \pi^{6} \zeta(3) \\
& -\frac{523}{360} \pi^{4} \zeta(5)-\frac{169}{2} \zeta(3)^{3}-\frac{608849}{432} \zeta(9)+\frac{22553}{1964655} \pi^{10}+\frac{8}{15} \pi^{4} \zeta(3)^{2}-\frac{10429}{21} \zeta(5)^{2} \\
& +\frac{105}{2} \zeta(3) \zeta(7)-\frac{94}{7} \zeta(7,3) \\
\approx & 1171.87570158 \ldots, \tag{1}
\end{align*}
$$

where

$$
\zeta(n)=\sum_{k \geq 1} \frac{1}{k^{n}}, \quad \zeta\left(n_{1}, n_{2}\right)=\sum_{k_{1}>k_{2} \geq 1} \frac{1}{k_{1}^{n_{1}} k_{2}^{n_{2}}} .
$$

In $\phi^{3}$ theory the five loop result in [15] was obtained using graphical functions. Now, the calculation of the six loop result for the gamma function has been finalized,

$$
\begin{align*}
\gamma_{6}\left(\phi^{3}\right)= & \frac{29506113557}{9674588160}+\frac{574643}{46656} \zeta(3)+\frac{1378253}{223948800} \pi^{4}+\frac{708913}{77760} \zeta(5)+\frac{25637}{7838208} \pi^{6}-\frac{11333}{10368} \zeta(3)^{2} \\
& -\frac{13}{14400} \pi^{4} \zeta(3)-\frac{25967}{2304} \zeta(7)+\frac{209}{324000} \pi^{8}-\frac{2}{3} \zeta(3) \zeta(5)-\frac{21}{10} \zeta(5,3)-\zeta(3)^{3}-\frac{1567}{72} \zeta(9) \\
\approx & -0.331182447708 \ldots \tag{2}
\end{align*}
$$

Note that, somewhat unexpectedly, $\gamma_{6}\left(\phi^{3}\right)$ is negative.
The author currently works on a six loop result for the $\phi^{3}$ beta function. A full eight loop result for the $\phi^{4}$ beta functions is still out of reach.

The method of graphical functions can also be used to calculate renormalization functions of gauge theories. However, the application to gauge theories has not yet been implemented. It is expected that some work is necessary to fully utilize the theory for the calculation of renormalization functions in QED or QCD. We expect that six loop results should be possible in the future.

## II. GRAPHICAL FUNCTIONS

Graphical functions transfer the information of a position space Feynman integral $A_{G}\left(z_{0}, z_{1}, z_{2}\right)$ for a fixed graph $G$ with three external vertices $z_{0}, z_{1}, z_{2}$ to the complex plane. The general idea is that the three external vertices span a two-dimensional subspace in $D$-dimensional ambient space. By symmetry, the Feynman integral in $\mathbb{R}^{D}$ is fully determined by its values on the two-dimensional subspace.

We use invariance under translations to move the origin of the two-dimensional subspace to $z_{0}$ (say). By rotational invariance we move the vector $z_{1}$ to the first coordinate axis. The (convergent) Feynman integral transforms by power-counting under a scale change. With this information we scale $z_{1}$ to $(1,0, \ldots, 0)$ and identify the twodimensional subspace with the complex plane where $z_{0}$ corresponds to $0 \in \mathbb{C}$ and $z_{1}$ corresponds to $1 \in \mathbb{C}$. The position of $z_{2}$ in the complex plane is fixed up to complex conjugation in $\mathbb{C}$. We fix one of the two choices for $z_{2}$ to define $z \in \mathbb{C}$ as the sole variable on which the Feynman integral depends when restricted to $\mathbb{C}$. This gives a function $f_{G}(z)$ which is invariant under complex conjugation of the argument,

$$
\begin{equation*}
f_{G}(z)=f_{G}(\bar{z}) . \tag{3}
\end{equation*}
$$

The function $f_{G}(z)$ is called the graphical function of the graph $G$, see Fig. 1. If we want to emphasize the dimension $D$ of ambient space we write $f_{G}^{(\lambda)}(z)$ for $\lambda=D / 2-1$.


FIG. 1. The vectors $z_{0}, z_{1}, z_{2} \in \mathbb{R}^{D}$ span a plane that is identified with the complex plane $\mathbb{C}$ by requiring $z_{0}, z_{1}$ to coincide with $0,1 \in \mathbb{C}$. The position of the vector $z_{2}$ inside the plane determines the value $z \in \mathbb{C}$ (up to conjugation). Comparing ratios of squared side lengths of the triangles $z_{0}, z_{1}, z_{2} \in \mathbb{R}^{D}$ and $0,1, z \in \mathbb{C}$ gives the relations in (4).

Graphical functions were first defined in [9] with the aim to calculate the residues of four-dimensional Feynman integrals without subdivergences (Feynman periods). In collaboration with Michael Borinsky, the author was recently able to generalize the theory of graphical functions to all even dimensions $\geq 4$ [14]. The concept of graphical functions in four dimensions also (independently) surfaces as conformal integrals in $N=4$ super Yang-Mills theory (see e.g., [23]).

In this article we generalize graphical functions to $D=$ $2 n+4-\epsilon$ dimensions $(n=0,1,2, \ldots),{ }^{1}$ where the dimension serves as a parameter which regularizes integrals with divergences. This commonly used technique of dimensional regularization is particularly suited for using graphical functions. One assumes that $\epsilon$ is a small parameter and aims to calculate the Laurent expansion of Feynman integrals up to a certain order in $\epsilon$. In this context (and not only in this context) it is useful to adopt a second (equivalent) definition of graphical functions in terms of invariants. We note that from the three external vertices $z_{0}$, $z_{1}, z_{2}$ we can build the two scalar invariants (see Fig. 1)
$\frac{\left\|z_{2}-z_{0}\right\|^{2}}{\left\|z_{1}-z_{0}\right\|^{2}}=z \bar{z}, \quad \frac{\left\|z_{2}-z_{1}\right\|^{2}}{\left\|z_{1}-z_{0}\right\|^{2}}=(z-1)(\bar{z}-1)$.

With these invariants we can express $A_{G}\left(z_{0}, z_{1}, z_{2}\right)$ in terms of $z$ (and $\bar{z}$ ),

$$
\begin{equation*}
A_{G}\left(z_{0}, z_{1}, z_{2}\right)=\left\|z_{1}-z_{0}\right\|^{-2 \lambda N_{G}} f_{G}(z) \tag{5}
\end{equation*}
$$

where we used

$$
\begin{equation*}
N_{G}=\left(\sum_{e} \nu_{e}\right)-\frac{\lambda+1}{\lambda} V_{G}^{\mathrm{int}} . \tag{6}
\end{equation*}
$$

In $N_{G}$ the sum is over all edges of $G$, and $V_{G}^{\text {int }}$ is the number of internal vertices of $G$ (i.e., vertices $\neq z_{0}, z_{1}, z_{2}$ ). The weight $N_{G}$ is closely related to the "superficial degree of divergence" of $G$.

The connection to $z \in \mathbb{C}$ in (4) is evident from the correspondence $z_{0}, z_{1}, z_{2} \mapsto 0,1, z$. The setup is equivalent to calculating a conformally invariant four-point function, where (4) is replaced by the cross ratios of the four external vertices $z_{0}, z_{1}, z_{2}, z_{3}$, with $z_{3}$ as the point at infinity, see, e.g., [23]. The map from three-point graphical functions (with no conformal invariance) to conformal
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FIG. 2. By appending an edge to $z$ we obtain the graphical function $f_{G_{1}}(z)$ from the simpler graphical function $f_{G}(z)$.
four-point functions is called completion in the theory of graphical functions, see Sec. VIII A. For a definition of graphical functions in noninteger dimensions one has to use the invariants in (4) in combination with a parametric representation of graphical functions [14,17]. For practical purposes, however, the parametric representation is often unwieldy. One rather uses identities which are derived in general integer dimensions while interpreting the dimension as a real parameter. This mathematically not concise approach has been tested and justified by the contradictionfree calculation of a huge number of graphical functions with the MAPLE package HyperlogProcedures [16].

The benefit of using graphical functions is their relative simplicity (compared to general Feynman integrals). Using complex numbers often linearizes denominators: We see in (4) that the right-hand sides factorize into linear factors whereas the left-hand sides do not. This effect combines with the much deeper (and more surprising) result that it is always possible to append an edge to an external vertex of a known graphical function, see Fig. 2. There exists a complicated but fully explicit algorithm to calculate the more complex graphical function $f_{G_{1}}(z)$ from the simpler $f_{G}(z)$ by a series by single-valued integrations [14]. In many cases the algorithms is surprisingly efficient [16]. A key result in this article is that this algorithm extends to $2 n+$ $4-\epsilon$ dimensions.

In practice, one is often interested in a scalar process which emerges from a two-point Feynman integral. In particular, the calculation of renormalization functions is best done by constructing a two-point limit of the four-point amplitude in $\phi^{4}$ (or the three-point amplitude in $\phi^{3}$ ), see Sec. III. For calculating scalar processes, the graphical function method introduces a third external vertex $z_{2}$ in a suitable way. At the end of the calculation $z_{2}$ is eliminated by setting $z_{2}=z_{0}\left(\right.$ or $\left.z_{2}=z_{1}\right)$, see Sec. VI. With the extra variable $z_{2}$ one obtains a richer theory which helps to compute the scalar process [22]. On the other hand one does not want to handle two or more extra external vertices (making the theory even richer) because this would make the (intermediate) Feynman integrals too complicated.

In general, graphical functions are defined in Euclidean space. Because of the connection to the invariants (4) one can equivalently consider a Lorentzian metric by using $z$ and $\bar{z}$ as independent real variables (instead of complex conjugates). A detailed survey of the theory of graphical
functions in even dimensions is [14]. The connection between graphical functions and number theory with the seven loop results for the $\phi^{4}$ renormalization functions is in [22]. A short and more physical account of graphical functions in $2 n+4-\epsilon$ dimensions is in Sec. 3.1 of [6].

Here, we restrict ourselves to the definition and the basic properties of graphical functions in $2 n+4-\epsilon$ dimensions. We define $\lambda=n+1-\epsilon / 2$ so that

$$
\begin{equation*}
D=2 \lambda+2=2 n+4-\epsilon, \quad n=0,1,2, \ldots \tag{7}
\end{equation*}
$$

It is very convenient to weight the edges of the graph $G$. The position space propagator of the edge from $x$ to $y$ with weight $\nu$ is

$$
\begin{equation*}
p_{x y}=\|x-y\|^{-2 \nu \lambda} \tag{8}
\end{equation*}
$$

where $\|x-y\|$ is the Euclidean distance between $x$ and $y$ in $D$ dimensions. We integrate over all internal vertices where each $D$-dimensional integral is normalized by $\pi^{-D / 2}$. This gives the dimensionally regularized Feynman integral $A_{G}\left(z_{0}, z_{1}, z_{2}\right)$.

The identification of the two-dimensional plane spanned by $z_{0}, z_{1}, z_{2}$ with $\mathbb{C}$ is explicit if we choose the coordinates

$$
z_{0}=0=\left(\begin{array}{c}
0  \tag{9}\\
0 \\
0 \\
\vdots \\
0
\end{array}\right), \quad z_{1}=\left(\begin{array}{c}
1 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right), \quad z_{2}(z)=\left(\begin{array}{c}
\operatorname{Re} z \\
\operatorname{Im} z \\
0 \\
\vdots \\
0
\end{array}\right)
$$

In these coordinates we get from (5),

$$
f_{G}(z)=A_{G}\left(0, z_{1}, z_{2}(z)\right)
$$

In general, $f_{G}(z)$ admits a Laurent expansion in $\epsilon$ whose coefficients inherit the three general properties of graphical functions in even integer dimensions. General property (G1) is the symmetry under complex conjugation (3). General property (G2) is real-analyticity combined with single-valuedness. It is proved in [17] for all dimensions $D$ that $f_{G}(z)$ is a single-valued real-analytic function on $\mathbb{C} \backslash\{0,1\}$. So, every Laurent-coefficient of $f_{G}(z)$ has this property. The general property (G3) is stronger than (G2). It says that every Laurent coefficient admits single-valued log-Laurent expansions at the singular points $0,1, \infty$. Explicitly, for $s=0,1$ we have

$$
\begin{equation*}
\epsilon^{k} \text { coefficient of } f_{G}(z)=\sum_{\ell \geq 0} \sum_{m, \bar{m}=M_{s}}^{\infty} c_{\ell, m, \bar{m}}^{s, k}[\log (z-s)(\bar{z}-s)]^{\ell}(z-s)^{m}(\bar{z}-s)^{\bar{m}} \quad \text { if }|z-s|<1 \tag{10}
\end{equation*}
$$

for some coefficients $c_{\ell, m, \bar{m}}^{s, k} \in \mathbb{R}$. At infinity we have the expansion

$$
\begin{equation*}
\epsilon^{k} \text { coefficient of } f_{G}(z)=\sum_{\ell \geq 0} \sum_{m, \bar{m}=-\infty}^{M_{\infty}} c_{\ell, m, \bar{m}}^{\infty, k}(\log z \bar{z})^{\ell} z^{m} \bar{z}^{\bar{m}} \quad \text { if }|z|>1 \tag{11}
\end{equation*}
$$

for constants $c_{\ell, m, \bar{m}}^{\infty, k} \in \mathbb{R}$. The existence of single-valued log-Laurent expansions at the singular points is an important technical condition. Moreover, for calculations with graphical functions one needs to restrict to a good function space. The space of generalized single-valued hyperlogarithms (GSVHs) in [18] is particularly suited for representing graphical functions. The construction of GSVHs intrinsically relies on the existence of single-valued log-Laurent expansions.

## III. RENORMALIZATION

For the calculations presented in this article we use a simplistic approach to renormalization. For each Feynman graph we calculate the $\epsilon$-expansion of the Feynman integral to the needed order and extract the $Z$ factors $Z_{\phi}, Z_{g}, Z_{m}$ which scale the bare values of the field $\phi$, the coupling $g$, and the mass $m$, see, e.g., [1]. There exist much more refined techniques for calculating renormalization
functions in momentum space (such as infrared rearrangement in the $R^{*}$ operation). These techniques can also be used in position space. However, these techniques are to some extent built-in features of the graphical functions method. Still, a future calculation of the $\phi^{4}$ beta function to eight loops may benefit from the use of more refined techniques. Because of our naive approach we refrain from giving a more detailed review on renormalization and refer to any text book in the field (see, e.g., [1]).

For the anomalous dimension $\gamma$ we only consider the two-point function. We restrict ourselves to one particle irreducible (1PI) graphs. For the $\ell$ loop result we need to calculate 1PI graphs of loop orders $k \leq \ell$ to order $\epsilon^{\ell-k-1}$. We determine the Laurent expansions of $Z_{\phi}, Z_{g}, Z_{m}$ such that the result is regular for $\epsilon \rightarrow 0$. In the wake of calculating the eight loop result for the $\phi^{4}$ gamma function (1) we are able to extract the self-energy to loop order seven,

$$
\begin{align*}
\frac{\Sigma_{7}^{\phi^{4}}(p)}{p^{2}}= & \frac{81}{2} L^{6}+\frac{5721}{10} L^{5}+\left(\frac{352745}{96}+90 \zeta(3)\right) L^{4}+\left(\frac{437223}{32}+\frac{2074}{3} \zeta(3)+\frac{1}{5} \pi^{4}+180 \zeta(5)\right) L^{3} \\
& +\left(\frac{47340787}{1536}+\frac{151703}{64} \zeta(3)+\frac{2047}{1440} \pi^{4}+\frac{3817}{4} \zeta(5)+\frac{5}{84} \pi^{6}-\frac{3}{2} \zeta(3)^{2}+\frac{441}{2} \zeta(7)\right) L^{2} \\
& +\left(\frac{912929119}{23040}+\frac{2736521}{640} \zeta(3)+\frac{26803}{7200} \pi^{4}+\frac{15351}{8} \zeta(5)+\frac{278}{945} \pi^{6}+\frac{1543}{20} \zeta(3)^{2}+\frac{1}{20} \pi^{4} \zeta(3)\right. \\
& \left.+\frac{20919}{40} \zeta(7)+\frac{2063}{105000} \pi^{8}-54 \zeta(3) \zeta(5)-\frac{324}{25} \zeta(5,3)\right) L+\frac{11539080223}{516096}+\frac{71852411}{21504} \zeta(3) \\
& +\frac{2793299}{806400} \pi^{4}+\frac{7472403}{4480} \zeta(5)+\frac{431191}{1270080} \pi^{6}+\frac{1086739}{6720} \zeta(3)^{2}+\frac{2201}{16800} \pi^{4} \zeta(3)+\frac{150337}{448} \zeta(7) \\
& +\frac{134413}{5880000} \pi^{8}+\frac{66}{7} \zeta(3) \zeta(5)-\frac{261}{350} \zeta(5,3)-\frac{1}{98} \pi^{6} \zeta(3)+\frac{9}{700} \pi^{4} \zeta(5)-\frac{79}{35} \zeta(3)^{3}+\frac{16421}{2520} \zeta(9), \tag{12}
\end{align*}
$$

where

$$
L=\frac{1}{2} \log \left(\frac{4 \pi \Lambda^{2}}{\mathrm{e}^{C} p^{2}}\right)
$$

with the renormalization scale $\Lambda$ and Euler-Mascheroni constant $C=0.577 \ldots$. The result for the first six loops is in [22].
The five loop result for the self-energy in six-dimensional $\phi^{3}$ theory is

$$
\begin{align*}
\frac{\Sigma_{5}^{\phi^{3}}(p)}{p^{2}}= & \left(-\frac{665}{3888} L^{4}-\frac{33985}{23328} L^{3}+\left(-\frac{916571}{186624}+\frac{7}{72} \zeta(3)\right) L^{2}+\left(-\frac{4276967}{559872}-\frac{413}{3888} \zeta(3)-\frac{7}{12960} \pi^{4}+\frac{5}{9} \zeta(5)\right) L\right. \\
& \left.-\frac{39457147}{8957952}-\frac{55093}{93312} \zeta(3)-\frac{553}{622080} \pi^{4}+\frac{193}{288} \zeta(5)+\frac{5}{27216} \pi^{6}-\frac{1}{72} \zeta(3)^{2}\right) g^{8} \\
& +\left(\frac{95}{648} L^{3}+\frac{2155}{2592} L^{2}+\left(\frac{25801}{15552}-\frac{1}{12} \zeta(3)\right) L+\frac{419449}{373248}-\frac{65}{1296} \zeta(3)-\frac{1}{4320} \pi^{4}\right) g^{6} \\
& +\left(-\frac{5}{36} L^{2}-\frac{31}{72} L-\frac{1789}{5184}\right) g^{4}+\left(\frac{1}{6} L+\frac{2}{9}\right) g^{2} . \tag{13}
\end{align*}
$$

With the $\ell$ loop results for the 1PI two-point function one can also determine the beta function and the mass anomalous dimension $\gamma_{m}$ to loop order $\ell-2$. For higher loop orders it is convenient to consider the four-point function in $\phi^{4}$ theory and the three-point function in $\phi^{3}$ theory. Again, we can restrict ourselves to 1PI processes. It is inefficient to calculate the full N -point function for extracting the $Z$-factors. We rather reduce the $N$-point function to an effective two-point function by taking limits. We truncate one external leg by considering the limit $z_{N} \rightarrow \infty$ of $\left|z_{N}\right|^{2 \lambda} A_{G}\left(\ldots, z_{N}\right)$ where $A_{G}$ is the Feynman integral for the 1PI graph $G$ and $z_{N}$ is one of its external vertices. Because $G$ is 1 PI, the limit $z_{N} \rightarrow \infty$ coincides with the naive limit taken in the integrand (this limit truncates the leg attached to $z_{N}$ ): Other potential terms arise after scaling (blowing up in mathematical terminology) a subset of integration variables by $x_{i} \mapsto\left|z_{N}\right| x_{i}$. Such a scaling generates a weight $\left|z_{N}\right|^{D D_{g}^{\text {it }}-2 \lambda E_{g}}$, where $V_{g}^{\text {int }}$ and
$E_{g}$ are the number of internal (scaled) vertices and the number of edges of the subgraph $g$. The subgraph $g$ has all edges of $G$ that are attached to at least one scaled vertex. By counting half-edges we get $2 E_{g}-N_{g}=V_{g}^{\text {int }} D / \lambda+\mathcal{O}(\epsilon)$, where $N_{g}$ is the number of external legs of $g$. We find a total scaling behavior $\left|z_{N}\right|^{-N_{g} \lambda+\mathcal{O}(\epsilon)}$ with an extra factor $\left|z_{N}\right|^{-2 \lambda}$ if the edge attached to $z_{N}$ is not in $g$. For a nontrivial subgraph $g$ in a 1PI graph we get $N_{g} \geq 3$, so that these terms are suppressed compared to the trivial case $g=\varnothing$ (with the scaling weight $\left.\left|z_{N}\right|^{-2 \lambda}\right)$.

If we consider the three-point function in $\phi^{3}$ theory, we obtain the desired two-point function after sending one vertex to infinity. In $\phi^{4}$ theory we are left with an effective three-point function. This three-point function has a threevalent vertex which alters the above counting argument. In fact, we cannot take the limit $z_{N-1} \rightarrow \infty$ by truncating the


FIG. 3. The asymptotic expansion of graphical functions at $z=0$. Bold lines stand for sets of edges.
leg that is attached to $z_{N-1}$. In general, there may exist several terms that contribute to the limit.

Because the effective three-point function may be considered as a graphical function, the situation is within the general setup of calculating limits $z \rightarrow 0,1, \infty$ in graphical functions. It does not matter if we take the limit $z \rightarrow 0, z \rightarrow 1$, or $z \rightarrow \infty$ because permutations of external vertices permute the singularities $0,1, \infty$ (Sec. VII) and, in the end, we sum over all permutations of external vertices. The limits are calculated according to the scaling method described above. The result for the limit $z \rightarrow 0$ is illustrated in Fig. 3, where on the right-hand side one has to sum over all partitions of internal vertices into two disjoint sets [22].

The general statement (mathematically a well-tested conjecture) is as follows. Assume $G$ is a graph such that the graphical function $f_{G}(z)$ exists. Let $\mathcal{V}_{G}^{\text {int }}$ and $\mathcal{V}_{G}^{\text {ext }}=$ $\{0,1, z\}$ be the sets of internal and external vertices of $G$, respectively. For $V \subseteq \mathcal{V}_{G}^{\text {int }}$ let $G[V]$ be the subgraph of $G$ which is induced by $V$, i.e., the subgraph which contains the vertices $V$ and all edges of $G$ with both vertices in $V$. Further let $G[V=0]$ be the contracted graph $G / G[V]$ where one identifies all vertices in $V$ with the vertex 0 . Then, we obtain the asymptotic expansions at $z=0$ by
$f_{G}(z)=\sum_{V \subseteq \mathcal{V i n g}_{G}^{\text {int }}} f_{G[V \cup\{0, z\}]}(z) f_{G[V \cup\{0, z\}=0]}\left(1+O\left(|z|^{2}\right)\right)$
whenever the right-hand side exists. Note that the righthand side of (14) only has two-point graphs.

The result is not symmetric under permutations of external vertices. This leads to a proliferation of graphs as we have to deal with leg-fixed graphs where we distinguish graphs which have different labels at external legs. The resulting two-point functions have a residual reflection symmetry, so that the total proliferation factor is $4!/ 2=12$ for $\phi^{4}$ theory and $3!/ 2=3$ for $\phi^{3}$ theory. In practice, this is not as severe as it looks because in most cases the calculations for permuted external vertices are either identical or very similar. The program HyperlogProcedures memorizes previous results with the effect that results are often instantaneous if a permuted contribution has been calculated beforehand.

In $\phi^{4}$ theory we extract the $Z$-factors for the beta function from the coefficients of $\log (z \bar{z})$ in the effective two-point function. At top loop order we need the coefficient $\epsilon^{-2}$. This is equivalent to calculating the order $\epsilon^{-1}$ of the
amputated graph (where the external legs are removed) in momentum space.

For loop orders $k \leq \ell$ we hence calculate the $\epsilon$-expansion to order $\epsilon^{\ell-k-2}$ if we are interested in the $\ell$ loop result for the beta function. The advantage of extracting the $Z$-factor from the coefficients of $\log (z \bar{z})$ is that we can skip the calculation of the terms which are constant in $z$. These are the terms with $z=0$ in the integrand (which can be quite hard to compute). In $\phi^{3}$ theory such a trick is not possible; to compute the $\ell$ loop beta function one has to expand $k \leq \ell$ loop graphs to order $\epsilon^{\ell-k-1}$.

## IV. APPENDING AN EDGE

We aim to calculate graphical functions by single-valued integration. This is facilitated by an algorithm that appends an edge of weight 1 to the external vertex $z$, see Fig. 2 [6,9,14,22]. The many identities between graphical functions, see Secs. VIII and X, have the sole purpose to reduce the calculation of a graphical function where no edge can be appended to a sum of graphical functions which are amenable to this reduction.

Although we have introduced the regulator $\epsilon$ in (7), in this section we only consider the case that a graphical function is convergent in the limit $\epsilon \rightarrow 0$. For the appended graph we will obtain a power series in $\epsilon$ whose coefficients can be calculated. In QFT, Feynman integrals normally have divergences which can be handled with a subtraction procedure, see Sec. V.

The propagator attached to the external vertex $z$ is the Green's function of the $D$-dimensional Laplacian. For the corresponding graphical function this translates into an effective Laplace equation ([9] with a proof in noninteger dimensions in [24]),

$$
\begin{gather*}
\left(\Delta_{n}+\frac{\varepsilon / 2}{z-\bar{z}}\left(\partial_{z}-\partial_{\bar{z}}\right)\right)\left[z \cdot \mathcal{R}_{0}^{1}\right]=-\frac{1}{\Gamma(\lambda)}\left[z \cdot\left\{_{0}^{1}\right]\right. \\
\quad \text { with } \quad \Delta_{n}=\frac{1}{(z-\bar{z})^{n+1}} \partial_{z} \partial_{\bar{z}}(z-\bar{z})^{n+1}+\frac{n(n+1)}{(z-\bar{z})^{2}} \tag{15}
\end{gather*}
$$

Here, $\Gamma(x)=\int_{0}^{\infty} t^{x-1} \exp (-t) \mathrm{d} t$ is the gamma function. For convergent graphical functions and $\epsilon=0$ the inversion of $\Delta_{n}$ is solved in [14]. The algorithm demands the ability to calculate single-valued (anti-)primitives. The space of
generalized single-valued hyperlogarithms (GSVHs) suffices for the calculation of loop orders $\leq 7$ in $\phi^{4}$ theory and (at least) $\leq 6$ in $\phi^{3}$ theory. There exists a fully proved theory of GSVHs which provides efficient algorithms for singlevalued integration [18]. At high loop orders the Feynman integrals of some graphs lead out of the space of GSVHs. This has prominently been proved by the existence of a K3 surface in $\phi^{4}$ theory at eight loops [25]. The period of the K3 surface is one of the nonhyperlogarithmic contributions to the eight loop beta function in $\phi^{4}$ theory. An account of geometries which are to be expected in QFT calculations can be obtained via the $c_{2}$-invariant, see $[26,27]$ (and the references therein). See also [28] for the number content of the electron anomalous magnetic moment. We expect that only four primitive (subdivergence-free) graphs give nonhyperlogarithmic contributions to the eight loops $\phi^{4}$ beta function. In particular, we expect that all subdivergent eight loop graphs in $\phi^{4}$ theory are hyperlogarithmic. The contributions of the four non-hyperlogarithmic graphs at eight loops can be calculated numerically with the tropical Monte Carlo Method by M. Borinsky [29].

In alignment with Fig. 2 we denote the graphs on the left and right-hand sides of (15) by $G_{1}$ and $G$, respectively. To solve (15) to order $\epsilon^{n}$ we expand the graphical function $f_{G}(z)$ in powers of $\epsilon$,
$f_{G}(z)=f_{G, 0}(z)+\epsilon f_{G, 1}(z)+\epsilon^{2} f_{G, 2}(z)+\cdots+\epsilon^{n} f_{G, n}(z)$.

With this ansatz for $f_{G}(z)$ we iteratively solve (15) order by order in $\epsilon$. We invert $\Delta_{n}$ and obtain

$$
\begin{equation*}
\left(1+\Delta_{n}^{-1} \frac{\epsilon / 2}{z-\bar{z}}\left(\partial_{z}-\partial_{\bar{z}}\right)\right) f_{G_{1}}(z)=-\frac{1}{\Gamma(\lambda)} \Delta_{n}^{-1} f_{G}(z) \tag{17}
\end{equation*}
$$

The inverse of $\Delta_{n}$ is proved to be unique for convergent four-dimensional graphical functions and $\epsilon=0$ [14]. It is a very well tested conjecture that uniqueness is true for all orders in $\epsilon$ in any even dimension $\geq 4$. Uniqueness, however, is lost for graphical functions which are singular at $\epsilon=0$ (although these graphical functions exist for $\epsilon \neq 0$ ). We need a subtraction procedure to regularize graphical functions which are divergent in integer dimensions before we can calculate their $\epsilon$-expansions. This procedure is detailed in the Sec. V. We emphasize that the subtraction procedure is not necessary to define graphical functions for $\epsilon \neq 0$ (where $\epsilon$ serves as regulator). The sole reason for the subtraction is to be able to use the algorithm in this section in order to calculate their $\epsilon$-expansions.

The next step in the calculation of the graphical function $f_{G_{1}}(z)$ is to invert the operator on the left-hand side of (17) to power $\epsilon^{n}$ by expanding the geometric series $\left(1+\Delta_{n}^{-1} \frac{\epsilon / 2}{z-\bar{z}}\left(\partial_{z}-\partial_{\bar{z}}\right)\right)^{-1}$. This yields


FIG. 4. The weighted three-star $\AA\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$. The three-star one the right-hand side has a bubble divergence in four dimensions.
$f_{G_{1}}(z)=-\frac{1}{\Gamma(\lambda)} \sum_{k=0}^{n}\left(-\Delta_{n}^{-1} \frac{\epsilon / 2}{z-\bar{z}}\left(\partial_{z}-\partial_{\bar{z}}\right)\right)^{k} \Delta_{n}^{-1} f_{G}(z)$.

The sum over $k$ is calculated term by term from 0 to $n$. Every new term $k$ is obtained by inverting $\Delta_{n}$ on a derivative of term $k-1$ which is effectively truncated to order $\epsilon^{n-k}$ (the derivative of term $k-1$ has low degree $k$ in $\epsilon$ ).

As an example we consider the three-star $\grave{(1,1,1)}$ on the left-hand side of Fig. 4 in $D=4-\epsilon$ dimensions (i.e., $n=0$ ). The graphical function on the right-hand side of (15) is $(z \bar{z})^{-\lambda}((z-1)(\bar{z}-1))^{-\lambda}$, see (4), (5), and (8).

For the term $k=0$ in (18) we obtain to order $\epsilon$ [16]

$$
\begin{align*}
& f_{G_{1}, 0}(z) \\
& =\frac{(2-\epsilon \gamma)\left(\mathcal{L}_{01}-\mathcal{L}_{10}\right)+\epsilon\left(\mathcal{L}_{001}+\mathcal{L}_{011}-\mathcal{L}_{100}-\mathcal{L}_{110}\right)}{2(z-\bar{z})} \tag{19}
\end{align*}
$$

where the single-valued hyperlogarithms $\mathcal{L}_{w}(z)$ are inductively defined by single-valued integration,

$$
\mathcal{L}_{w a}(z)=\int_{\mathrm{sv}} \frac{\mathcal{L}_{w}(z)}{z-a} \mathrm{~d} z \quad \text { and } \quad \mathcal{L}_{e}(z)=1
$$

for the empty word $e[18,19]$. Note that $\left(\mathcal{L}_{01}-\mathcal{L}_{10}\right) / 4 i$ is the Bloch-Wigner dilogarithm [30].

The function $f_{G_{1}, 0}(z)$ in (19) gives the order $\epsilon^{0}$ of $f_{G_{1}}(z)$. The differential operator $\frac{\epsilon / 2}{z-\bar{z}}\left(\partial_{z}-\partial_{\bar{z}}\right)$ on $f_{G_{1}, 0}(z)$ yields

$$
\begin{aligned}
& \epsilon\left(\frac{\mathcal{L}_{01}-\mathcal{L}_{10}}{(z-\bar{z})^{3}}+\frac{(2-z-\bar{z}) \mathcal{L}_{0}}{2(z-\bar{z})^{2}(z-1)(\bar{z}-1)}+\frac{(z+\bar{z}) \mathcal{L}_{1}}{2(z-\bar{z})^{2} z \bar{z}}\right) \\
& \quad+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Inverting $\Delta_{n}$, this integrates to
$\epsilon f_{G_{1}, 1}(z)=\epsilon \frac{-\mathcal{L}_{010}+\mathcal{L}_{101}+2 \mathcal{L}_{01 \bar{z}}-2 \mathcal{L}_{10 \bar{z}}}{2(z-\bar{z})}+\mathcal{O}\left(\epsilon^{2}\right)$.
The expression $\mathcal{L}_{01 \bar{z}}-\mathcal{L}_{10 \bar{z}}$ is a GSVH which is not a single-valued hyperlogarithm. It is the first GSVH that was
studied in QFT [20]. Dimensionally regularized graphical functions very frequently use the alphabet $0,1, \bar{z}$, see Sec. 8.3 in [18].

We add $f_{G_{1}, 0}(z)$ in (19) and $\epsilon f_{G_{1}, 1}(z)$ in (20) to obtain

$$
f_{G_{1}}(z)=f_{G_{1}, 0}(z)+\epsilon f_{G_{1}, 1}(z)+\mathcal{O}\left(\epsilon^{2}\right)
$$

With HyperlogProcedures [16] running on an office PC one can calculate $\therefore(1,1,1)$ to order $\epsilon^{10}$.

## V. SUBTRACTION OF SUBDIVERGENCES

Feynman integrals in QFT have divergences. In fourdimensional $\phi^{4}$ theory a frequent case is the bubble which is depicted as the edge attached to 0 in the three-star $\therefore(2,1,1)$ in Fig. 4. Although divergences are regularized by the transition to non-integer dimensions, we cannot directly use the algorithm of appending an edge in Sec. IV. In presence of a divergence (and only in this case) the result for the graphical function with appended edge has a term which is in the kernel of the effective Laplace equation (15). The algorithm for appending an edge in the final section of [14] is blind to this kernel and gives a false result.

The solution of this problem is a subtraction procedure. The subtraction kills the term which is in the kernel of (15). In general, it suffices to handle the subtraction of logarithmic subdivergences. (It is possible to subtract poles of higher order with a similar but more tedious method.) The only case in $\phi^{4}$ theory with divergences of higher order are two-point insertions which can trivially be factored out, see Secs. VI and VII.

A logarithmic divergence arises from a pole of order $2 n+4$ at $z=0$ or at $z=1$ in the graphical function $f_{G}(z)$ for $\epsilon=0$. Using completion in Sec. VIII can lead to an infrared divergence. This corresponds to the point $z=\infty$ in $f_{G}(z)$, where a logarithmic divergence is of order $\mathcal{O}\left(|z|^{-2}\right)$ for $z \rightarrow \infty$.

We first consider the case of a pole of order $2 n+4$ at $z=0$. The method is illustrated in the case of the three-star $\therefore(2,1,1)$ but it works in full generality. For the three-star $\therefore(2,1,1)$ the graph $G$ has two edges (the edge attached to $z$ is contracted). Its graphical function is

$$
f_{G}(z)=\frac{1}{(z \bar{z})^{2 \lambda}((z-1)(\bar{z}-1))^{\lambda}}
$$

The pole term in the expansion of the graphical function $f_{G}(z)$ on the right-hand side of (15) at $z=0$ is given by (14). The only term in the sum over $V$ is $V=\varnothing$. We get

$$
f_{G[V \cup\{0, z\}]}(z)=\frac{1}{(z \bar{z})^{2 \lambda}} \quad \text { and } \quad f_{G[V \cup\{0, z\}=0]}=1
$$

The general case has more terms in the sum over $V$ (we ignore all terms which do not have a pole of order $2 n+4$ at
$z=0$ ). Before we append the edge we subtract the singular term(s). We hence apply the algorithm of Sec. IV to
$f_{G}(z)-f_{G[V \cup\{0, z\}]}(z) f_{G[V \cup\{0, z\}=0]}=\frac{1-((z-1)(\bar{z}-1))^{\lambda}}{(z \bar{z})^{2 \lambda}((z-1)(\bar{z}-1))^{\lambda}}$.
The pole of order four at $|z|=0$ is lifted. The subtraction does not introduce new singularities at $z=1$ or at $z=\infty$ and we get the unique result

$$
\begin{aligned}
f_{G_{1}}^{\mathrm{reg}}(z)= & -\frac{\left(1+\epsilon\left(1-\frac{\gamma}{2}\right)\right) \mathcal{L}_{1}}{z \bar{z}} \\
& -\epsilon \frac{(z-\bar{z}) \mathcal{L}_{11}+2 z \mathcal{L}_{01}-2 \bar{z} \mathcal{L}_{10}}{2 z \bar{z}(z-\bar{z})}+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

We need to compensate for the subtraction by appending an edge to $f_{G[V \cup\{0, z\}]}(z) f_{G[V \cup\{0, z\}=0]}$. This singular term is the convolution

$$
f_{G_{1}}^{\text {sing }}(z)=\frac{1}{\pi^{D / 2}} \int_{\mathbb{R}^{D}} \frac{\mathrm{~d} x}{|x|^{4 \lambda}\left|x-z_{2}(z)\right|^{2 \lambda}}
$$

It can be calculated by Fourier transformation. We obtain

$$
\begin{align*}
f_{G_{1}}^{\text {sing }}(z)= & \frac{1}{\Gamma(\lambda)(2 \lambda-1)(1-\lambda)(z \bar{z})^{2 \lambda-1}} \\
= & \frac{2}{\epsilon z \bar{z}}+\frac{2-\gamma+(2+\epsilon(2-\gamma)) \mathcal{L}_{0}}{z \bar{z}} \\
& +\epsilon \frac{2-\gamma+\frac{\gamma^{2}}{4}-\frac{\pi^{2}}{24}+2 \mathcal{L}_{00}}{z \bar{z}}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{21}
\end{align*}
$$

The singular part of $f_{G_{1}}(z)$ contains a term $\sim(z \bar{z})^{-1}$ which is annihilated by $\Delta_{0}$ in (15). The graphical function of $G_{1}$ is the sum of the regular and the singular part,

$$
f_{G_{1}}(z)=f_{G_{1}}^{\mathrm{reg}}(z)+f_{G_{1}}^{\mathrm{sing}}(z)
$$

In practice, we have to fix a maximum order $n$ in $\epsilon$ for $f_{G_{1}}(z)$. While the reduced graphical $f_{G}(z)$ needs only to be calculated to order $n$ we need to determine the subtraction terms $f_{G[V \cup\{0, z\}]}(z) f_{G[V \cup\{0, z\}=0]}$ to order $n+1$ because the singular convolution generates a pole in $\epsilon$. Because the subtraction terms are mere two-point functions which are determined by Feynman periods (see Sec. VI) the extra order in $\epsilon$ typically can be handled. Still, in particular in sixdimensional $\phi^{3}$ theory, the calculation of $f_{G_{1}}(z)$ can fail for a given $f_{G}(z)$ because the subtraction terms cannot be calculated.

The situation of a logarithmic pole at $z=1$ is fully analogous using the asymptotic formula
$f_{G}(z)=\sum_{V \subseteq \mathcal{U n}^{\text {int }}} f_{G[V \cup\{1, z\}]}(z) f_{G[V \cup\{1, z\}=1]}\left(1+O\left(|z-1|^{2}\right)\right)$.

In case of a logarithmic singularity at infinity one has to subtract the asymptotic expansion [22]

$$
\begin{equation*}
f_{G}(z)=\sum_{V \subseteq \mathcal{V}^{\text {int }}} f_{G[V \cup\{0,1\}]} f_{G[V \cup\{0,1\}=0]}(z)\left(1+O\left(|z|^{-2}\right)\right) . \tag{23}
\end{equation*}
$$

As an example consider the three-star $\dot{\therefore}(a \epsilon / \lambda, 1,1)$ in Fig. 4 with an edge of weight $a \epsilon / \lambda$ attached to 0 (for some $a \in \mathbb{R}$ ). We obtain for the graph $G$ the function

$$
f_{G}(z)=\frac{1}{(z \bar{z})^{a \epsilon}((z-1)(\bar{z}-1))^{\lambda}},
$$

which is of order $|z|^{-2}$ for $z \rightarrow \infty$ (and $\epsilon=0$ ). The expansion of $f_{G}(z)$ at $z=\infty$ is given by (23) with $V=\varnothing$. We get

$$
f_{G[V \cup\{0,1\}]}=1 \quad \text { and } \quad f_{G[V \cup\{0,1\}=0]}(z)=\frac{1}{(z \bar{z})^{\lambda+a \epsilon}} .
$$

Subtraction of the logarithmic pole at infinity gives

$$
\begin{aligned}
& f_{G}(z)-f_{G[V \cup\{0,1\}]} f_{G[V \cup\{0,1\}=0]}(z) \\
& =\frac{1-((1-1 / z)(1-1 / \bar{z}))^{\lambda}}{(z \bar{z})^{a \epsilon}((z-1)(\bar{z}-1))^{\lambda}} .
\end{aligned}
$$

After the subtraction the function is of order $|z|^{-4}$ for $z \rightarrow \infty$. Moreover, the subtraction does not induce poles of order $\geq 4$ at $|z|=0$ (or at $z=1$ ). Integration with the algorithm of Sec. IV gives the unique result

$$
\begin{aligned}
f_{G_{1}}^{\mathrm{reg}}(z)= & \left(1+\epsilon\left(a-\frac{\gamma}{2}\right)\right)\left(\mathcal{L}_{0}-\mathcal{L}_{1}\right) \\
& +\epsilon\left(\frac{(1-2 a) \mathcal{L}_{00}-\mathcal{L}_{11}}{2}+\frac{-a \bar{z} \mathcal{L}_{01}+a z \mathcal{L}_{10}}{z-\bar{z}}\right) \\
& +\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

The contribution from the subtraction is a convolution, yielding

$$
\begin{align*}
f_{G_{1}}^{\operatorname{sing}}(z)= & -\left(1+\epsilon\left(a-\frac{\gamma}{2}\right)\right) \mathcal{L}_{0}-\epsilon \frac{(1-2 a) \mathcal{L}_{00}}{2} \\
& +\frac{-\frac{2}{\epsilon}-2 a+\gamma+\epsilon\left(-2 a^{2}+a \gamma-\frac{\gamma^{2}}{4}+\frac{\pi^{2}}{24}\right)}{1-2 a}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{24}
\end{align*}
$$

The constant term in $f_{G_{1}}^{\text {sing }}(z)$ is annihilated by $\Delta_{0}$ in (15). The function of $G_{1}$ is the sum of the regular and the singular part, $f_{G_{1}}(z)=f_{G_{1}}^{\text {reg }}(z)+f_{G_{1}}^{\text {sing }}(z)$.

This example also illustrates that it is possible to calculate graphical functions with weights where the coefficient of $\epsilon$ is a free parameter. This gives families of graphical functions with fixed weights in the limit $\epsilon=0$. Knowledge of such families is quite helpful for the calculation of renormalization functions at high loop orders.

Note that (24) is singular for $a=1 / 2$. The graphical function $f_{G_{1}}(z)$ does not exist for this value of $a$. Although $\epsilon$ is a regulator, not all Feynman integrals exist in $2 n+$ $4-\epsilon$ dimensions.

The most general weight of an edge $e$ that one needs for the calculation of renormalization functions is
$\nu\left(n_{e}, a_{e}\right)=\frac{n_{e}+a_{e} \epsilon}{\lambda}$, with $n_{e} \in \mathbb{Z}$ and $a_{e} \in \mathbb{Q}$.

## VI. TWO-POINT GRAPHS AND PERIODS

In the previous sections we explained the fundamental algorithms for the computation of $\epsilon$-expansions of graphical functions. In practical situations, however, one often is merely interested in the calculation of a dimensionally regularized two-point function $A_{G}\left(z_{1}, z_{2}\right)$. By (5) and (6) a two-point integral is determined by its scaling behavior and a number (for fixed $\epsilon$ ) which we call "the period of $G$,"

$$
\begin{equation*}
A_{G}\left(z_{0}, z_{1}\right)=\left\|z_{1}-z_{0}\right\|^{-2 \lambda N_{G}} P_{G} . \tag{26}
\end{equation*}
$$

Note that $P_{G}=f_{G}(z)$ is a constant graphical function because the absence of the vertex $z_{2}$ eliminates the dependence on $z$ in (9). When we consider $G$ as the graph of a constant graphical function, we add an isolated vertex $z$ to $G$ (which also has external vertices 0 and 1 ).

In general, periods are more accessible than graphical functions. To calculate $P_{G}$ we may choose any internal vertex in the graph $G$ and make it external by giving it the label $z$ (rather than adding an isolated vertex $z$ ). If it is possible to calculate any such graphical function, we can integrate over $z$ to obtain the period $P_{G}$. In integer dimensions this integration over $z$ is best facilitated by using a residue theorem (Theorem 2.29 in [9] with generalization to even dimensions $\geq 4$ in [14]). The residue theorem is very efficient, but it does not generalize straightforwardly to non-integer dimensions: The integrand fails to be a GSVH (because it is not single-valued) even if the graphical function is. On the other hand, in noninteger dimensions one is typically interested in much lower loop orders. This enables us to use a simple work-around for the integration over $z$. We add an edge from $z$ to 0 of weight -1 and append an edge of weight 1 to $z$, see Fig. 5. Then, we set $z=0$ in the resulting graphical function. This cancels the factor $(z \bar{z})^{\lambda}$ from the edge $z 0$ of weight -1 and we obtain


FIG. 5. Integration over $z$ by appending an edge of weight 1.
$P_{G}$. The algorithm for appending an edge typically is efficient (see Sec. IV). So, the work-around is acceptable although quite some extra information is calculated in the appended graphical function before we set $z=0$ [22].

## VII. CONSTRUCTIBLE GRAPHS

The core integration technique for constructing graphical functions is appending edges, see Sec. IV. The technique becomes quite powerful in combination with four elementary identities.

Because in graphical functions we do not integrate over variables associated to external vertices, adding an external edge of weight $\nu$ merely gives a propagator factor, see (8). Explicitly,

$$
\left[z \cdot \mathcal{R}_{0}^{1}\right]=\left[z \cdot \bigcup_{0}^{1}\right]=(z \bar{z})^{\lambda \nu}\left[z \cdot \int_{0}^{1}\right]=[(z-1)(\bar{z}-1)]^{\lambda \nu}\left[z \cdot \mathcal{Q}_{0}^{1}\right]
$$

A permutation of the three external vertices $0,1, z$ results in a Möbius transformation of the argument and a scaling factor,

$$
\left[z \cdot<\begin{array}{l}
0  \tag{27}\\
1
\end{array}\right]=\left[1-z \cdot \mathcal{l}_{0}^{1}\right]=(z \bar{z})^{-\lambda N_{G}}\left[1 \cdot<_{0}^{0} \begin{array}{l}
\frac{1}{z}
\end{array}\right]
$$

This identity is an immediate consequence of permuting the interpretation of $z_{0}, z_{1}, z_{2}$ in the Feynman integral $A_{G}\left(z_{0}, z_{1}, z_{2}\right)$ and using the representation (5) of a graphical function in terms of the invariants (4). The two transformations $\quad(0,1, z) \leftrightarrow(1,0,1-z) \quad$ and $\quad(0,1, z) \leftrightarrow$ $(0,1 / z, 1)$ generate the six elements of the permutation group that permutes 0,1 , and $z$. The transformation of GSVHs under $z \rightarrow 1-z$ and $z \rightarrow 1 / z$ can be calculated [18].

The third identity applies in the rather rare case that the graph $G$ consists of two subgraphs $G_{1}$ and $G_{2}$ that only connect at the external vertices 0,1 , and $z$. In this case

$$
f_{G}(z)=f_{G_{1}}(z) f_{G_{2}}(z)
$$

is the product of the graphical functions of $G_{1}$ and $G_{2}$. This product identity holds because the integrand of $A_{G}\left(z_{0}, z_{1}, z_{2}\right)$ factorizes into disjoint sets of variables according to the internal vertices of $G_{1}$ and $G_{2}$.

Finally, by scaling, a two-point insertion $g$ factorizes into an edge with weight $N_{g}$, see (6), times a Feynman period, see (26). If the Feynman period can be calculated with the method in Sec. VI using constructible graphical functions, then the two-point insertion is constructible and it can be used to calculate constructible graphical functions. A simple example is the chain of two weighted edges where we get

$$
\begin{align*}
& >\nu_{1} \cdot \nu_{2} \lll c_{\nu_{1}, \nu_{2}}^{(\lambda)} \quad \nu_{1}+\nu_{2}-\frac{\lambda+1}{\lambda}  \tag{28}\\
& \text { where } \quad c_{\nu_{1}, \nu_{2}}^{(\lambda)}=\frac{\Gamma\left(\lambda\left(1-\nu_{1}\right)+1\right) \Gamma\left(\lambda\left(1-\nu_{2}\right)+1\right) \Gamma\left(\lambda\left(\nu_{1}+\nu_{2}-1\right)-1\right)}{\Gamma\left(\lambda \nu_{1}\right) \Gamma\left(\lambda \nu_{2}\right) \Gamma\left(\lambda\left(2-\nu_{1}-\nu_{2}\right)+2\right)}
\end{align*}
$$

whenever $c_{\nu_{1}, \nu_{2}}^{(\lambda)}$ exists.
We call a graph $G$ constructible if the reductions
(1) deletion of external edges,
(2) permutation of the three external vertices $0,1, z$,
(3) product factorization,
(4) factorization of constructible two-point insertions,
(5) deletion of a single weight 1 edge at the vertex $z$
reduces $G$ to empty graphical functions (which consist of the vertices $0,1, z$ with no edges). The empty graphical function has the constant value 1 .

By inverting the reduction steps, constructible graphical functions in $2 n+4-\epsilon$ dimensions can in principle be calculated to any order in $\epsilon$. In practice, one encounters time and memory limitations. These limitation, however,
are mild in the sense that they do not limit the calculation of constructible graphical functions at loop orders which are relevant for the calculation of renormalization functions.

A period $P_{G}$ is constructible if there exists an internal vertex $x$ in $G$ such that the graphical function of the graph $\left.G\right|_{x=z}$ (where $x$ is replaced by the external vertex $z$ ) is constructible. This definition is justified because the algorithm for the integration over $z$ (see Sec. VI) only adds an external edge and appends an edge of weight 1 to $z$. The final limit $z=0$ can easily be calculated.

Any $\epsilon$-coefficient of any constructible graphical function is a GSVH in the alphabet $0,1, \bar{z}$ [18]. Any $\epsilon$-coefficient of any constructible period is a multiple zeta value (MZV).

Many graphical functions and periods are constructible. A detailed example for the construction of the cat eye graph is in Fig. 6.

In [9] constructible graphs in four dimensions were introduced as graphs whose functions can be calculated by a larger set of reduction steps. The concept was refined and generalized to $2 n+4$ dimensions in [14]. The reductions are (Sec. VII in [14])
(i) completion with external vertex $\infty$,
(ii) deletion of external edges,
(iii) permutation of the four external vertices $0,1, z, \infty$,
(iv) product factorization,
(v) factorization of constructible periods,
(vi) deletion of a single edge of weight $\in \mathbb{Z} / \lambda$ at the vertex $z$.
In integer dimensions a graph is constructible if and only if it reduces with these steps to empty graphical functions. Again, the idea is to define a class of graphical functions that can be calculated (at high loop orders subject to memory and time constraints). The larger set of reduction steps uses conformal symmetry in integer dimensions (see Sec. VIII for completion).


FIG. 6. Example of the graphical reduction of a two-point function in $\phi^{4}$ theory. The explicit expression can be obtained by following the arrows which start from the trivial graphical function which is equal to 1 . The symbol $\square_{z}^{-1}$ means appending an edge and $\int \mathrm{d} z \mathrm{~d} \bar{z}$ is integration over $z$.

In $2 n-4-\epsilon$ dimensions the extra reductions cannot be used directly. Only after the application of other techniques (see Sec. IX) some of these reductions become valuable. In Secs. VIII and IX we demonstrate how completion in combination with permutation of the four external vertices can be used to calculate the first orders in the $\epsilon$-expansion of some graphical functions.

## VIII. IDENTITIES

Graphical functions fulfill a plethora of identities in integer dimensions $\geq 4$ that generalize to $2 n+4-\epsilon$ dimensions [14]. Many of these identities are neither studied in detail nor implemented in the MAPLE package HyperlogProcedures [16].

The most important identities in non-integer dimensions are completion and integration by parts.

## A. Completion

Completion is a consequence of conformal invariance in integer dimensions [9,14]. An external vertex " $\infty$ " is added to the graph $G$ with edges such that all internal vertices have the weight $D / \lambda$ (i.e., they have conformal weight). For graphical functions one also adds edges $z \infty, 01,0 \infty, 1 \infty$ whose weights are adjusted such that all external vertices have weight 0 . In completed Feynman periods all vertices have weight $D / \lambda$ [22]. After completion, the permutation symmetry of external vertices include the vertex $\infty$. For graphical functions one obtains a 24 -fold symmetry group of permutations of $0,1, z, \infty$ where the vertex $z$ undergoes a Möbius transformation $\phi(z)$ such that the cross ratio

$$
\frac{\left(z_{3}-z_{1}\right)\left(z_{2}-z_{0}\right)}{\left(z_{3}-z_{0}\right)\left(z_{2}-z_{1}\right)}
$$

is stabilized with $\left\{z_{0}, z_{1}, z_{2}, z_{3}\right\}=\{0,1, \phi(z), \infty\}$ (in any order). Note that in double transpositions (like $0 \leftrightarrow 1$, $z \leftrightarrow \infty$ ) the variable $z$ is not transformed.

In integer dimensions, completion is a very powerful tool to relate graphical functions of different graphs (when $\infty$ is moved from one vertex to another). In particular, if many internal vertices have the weight $D / \lambda$, then the vertex $\infty$ connects only to the few nonconformal internal vertices. If $\infty$ in the completed graph connects to no internal vertices, the graphical function becomes a Feynman period after $0 \leftrightarrow 1, z \leftrightarrow \infty$. If $\infty$ connects to a single internal vertex, then the graph has an appended vertex $z$ after $0 \leftrightarrow 1$, $z \leftrightarrow \infty$. Its graphical function can be calculated from the reduced graph (in integer dimensions appending an edge is also possible if the appended edge has weight $\neq 1$ [14]). Otherwise, it may be possible to reduce the number of edges of a graphical function by moving $\infty$ to an external vertex with high valence, see Sec. XII.

In noninteger dimensions, vertices with weight 1 edges are never conformal (the regularization breaks conformal
symmetry). In four-dimensional $\phi^{4}$ theory ( $n=0$ ) or in six-dimensional $\phi^{3}$ theory ( $n=1$ ) any internal vertex $x$ has weight $(2 n+4) /(n+1)$. This implies that $x$ connects to $\infty$ with the weight

$$
\begin{equation*}
\nu_{x \infty}=\frac{D}{\lambda}-\frac{2 n+4}{n+1}=\frac{\epsilon}{(n+1) \lambda} . \tag{29}
\end{equation*}
$$

A priori, no simplifications are expected from completion. It is, however, possible to utilize the fact that the weight of edges from internal vertices to $\infty$ have weights of low degree $\epsilon$ if one is only interested in low order expansions.

As an example consider the three-star in four dimensions with weights (see Fig. 4)

$$
\begin{array}{ll}
\nu_{1}=\frac{2+a_{1} \epsilon}{\lambda}, & \nu_{2}=\frac{1+a_{2} \epsilon}{\lambda}, \\
\nu_{3}=\frac{1+a_{3} \epsilon}{\lambda}, & a_{1}, a_{2}, a_{3} \in \mathbb{R} . \tag{30}
\end{array}
$$

If $a_{2}=-1 / 2$ or $a_{3}=-1 / 2$, then $\nu_{2}=1$ or $\nu_{3}=1$ and the three-star is constructible, see Sec. VII. It can be calculated to high order in $\epsilon$ by subtraction of the subdivergence from the bubble of weight $\nu_{1}$, see Sec. V. For general weights, appending an edge cannot be used to calculate $\therefore\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$.

Completion gives an extra edge from the internal vertex to $\infty$ of weight

$$
\nu_{\infty}=-\frac{\left(1+a_{1}+a_{2}+a_{3}\right) \epsilon}{\lambda} .
$$

The completed three-star also has edges between external vertices with weights $\nu_{z \infty}=-\left(1+a_{3} \epsilon\right) / \lambda, \nu_{01}=(-2-$ $\left.\left(1 / 2+a_{1}+a_{2}+a_{3}\right) \epsilon\right) \lambda, \quad \nu_{0 \infty}=\left(1 / 2+a_{2}+a_{3}\right) \epsilon \lambda$, and $\nu_{1 \infty}=\left(1+\left(1 / 2+a_{1}+a_{3}\right) \epsilon\right) \lambda$. These external edges are mere factors which pose no problem for the calculation of $\lambda\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$. We doubly transpose $0 \leftrightarrow 1, z \leftrightarrow \infty$ in the completed three-star. The new vertex $z$ now has the weight $\nu_{\infty}$ which, using (28), we write as a chain of an edge of weight

$$
\nu_{4}=\frac{1-\left(1+a_{1}+a_{2}+a_{3}\right) \epsilon}{\lambda}
$$

(attached to the central vertex) and an edge of weight 1 (attached to $z$ ). We acquire a factor

$$
\begin{aligned}
\frac{1}{c_{\nu_{4}, 1}^{(\lambda)}}= & -\Gamma(\lambda)\left(1+\left(\frac{1}{2}+a_{1}+a_{2}+a_{3}\right) \epsilon\right) \\
& \times\left(1+a_{1}+a_{2}+a_{3}\right) \epsilon .
\end{aligned}
$$

Because the factor is of low degree $\epsilon$ we need to calculate the three-star with the appended edge of weight 1 to one order less than the original three-star. The algorithm of
appending an edge, see Sec. IV, does not increase the required order in $\epsilon$ and the terms from regularization of the logarithmic singularity are trivial. We obtain the reduction

$$
\begin{equation*}
\therefore\left(\nu_{1}, \nu_{2}, \nu_{3}\right)+\mathcal{O}\left(\epsilon^{n+1}\right) \longleftarrow \dot{\lambda}\left(\nu_{2}, \nu_{1}, \nu_{4}\right)+\mathcal{O}\left(\epsilon^{n}\right) . \tag{31}
\end{equation*}
$$

A permutation of 0 and 1 on the right-hand side leads to a bootstrap algorithm. From $\dot{\lambda}\left(\nu_{1}, \nu_{2}, \nu_{3}\right)=0+\mathcal{O}\left(\epsilon^{-1}\right)$ we can construct $\lambda_{( }\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ to any order in $\epsilon$ (subject to time and memory limitations).

Completion can also be useful for the calculation of twopoint functions: We delete the two external legs and obtain a Feynman graph $G$ with two external vertices $z_{0}$ and $z_{1}$, see Sec. VI. We set $z_{0}=0$ and $z_{1}=1$ without loss of information. The internal vertices have degree $(2 n+4) /(n+1)$ whereas the external vertices 0 and 1 have degree $(2 n+4) /(n+1)-1=(n+3) /(n+1)$. Counting halfedges in $G$ gives

$$
\frac{2 n+4}{n+1} V_{G}-2=2 E_{G}
$$

where $E_{G}$ and $V_{G}$ are the number of edges and vertices (internal or external) in $G$. From graph homology we get $E_{G}+1=h_{G}+V_{G}$, where $h_{G}$ is the number of independent cycles in $G$ (the loop order). Combining both equations we get

$$
\begin{equation*}
V_{G}=(n+1) h_{G} . \tag{32}
\end{equation*}
$$

We complete the amputated two-point function by adding a vertex $\infty$ and an edge 01 such that the completed graph $\bar{G}$ becomes $D / \lambda$-regular (i.e., every vertex has conformal degree $D / \lambda$ ). According to (29) the edges from the internal vertices to $\infty$ have weight $\epsilon /(n+1) \lambda$. For the edges between $01,0 \infty$, and $1 \infty$ we get the weights

$$
\begin{align*}
\nu_{01} & =\frac{-1+\epsilon h_{G} / 2}{\lambda}, \\
\nu_{0 \infty} & =\nu_{1 \infty}=\frac{n+2-\epsilon\left(\frac{n-1}{n+1}+h_{G}\right) / 2}{\lambda} . \tag{33}
\end{align*}
$$

Using (32) it is easily checked that the completed graph $\bar{G}$ is $D / \lambda$-regular. In completed Feynman periods we may forget labels: all choices of three vertices for $0,1, \infty$ give the same result [22]. This is proved in general integer dimensions in [14]. In noninteger dimensions it is a very well-tested conjecture.

Note that the former vertex $\infty$ (now without label) has only two edges whose weights do not vanish in the limit $\epsilon \rightarrow 0$. We will see in the next subsection that this property can be utilized to derive an alternative representation for the period $P_{G}$.

## B. Integration by parts

Like in momentum space, integration by parts (IBP) uses Stokes' theorem to show that an integrand of the form $\sum_{\mu=1}^{D} \partial_{\mu} f_{\mu}$ is zero. In $2 n+4-\epsilon$ dimensions one obtains the conjecture that [14]
where the shaded cones at the external vertices indicate that the graphs can be substituted into an ambient graphical function or Feynman period. The $\nu_{i}, i=1, \ldots, N$, are the indicated edge weights.

After completion, Identity (34) has a particularly symmetric form. The central vertex acquires an extra edge that connects to $\infty$. Accordingly, we obtain an extra weight $\nu_{N+1}$. The full set of weights is restricted by the identity

$$
\sum_{i=1}^{N+1} \nu_{i}=2
$$

From a star with $N+1$ edges of weights $\nu_{1}, \ldots, \nu_{N+1}$ that connect the central vertex $x$ to the external vertices $z_{1}, \ldots, z_{N+1}$ we construct graphs $g_{i j}=g_{j i}$ for $i \neq j$ by adding triangles $x z_{i}, x z_{j}, z_{i} z_{j}$ with weights $\nu_{x z_{i}}=\nu_{x z_{j}}=$ $1 / \lambda$ and $\nu_{z_{i} z_{j}}=-1 / \lambda$. Note that corresponding vertices in all graphs $g_{i j}$ have equal total weight. In particular, the weight of the central vertex $x$ is $D / \lambda$. We also consider the graphs $g_{i j}$ as insertions into a larger graph. To do this we fix a completed graphical function or a completed Feynman period $\bar{G}$. We choose an internal vertex $x$ in $\bar{G}$ and label the $N+1$ adjacent (internal or external) vertices by $z_{1}, \ldots, z_{N+1}$. For $a \neq b$ in $1, \ldots, N+1$ we define $\bar{G}^{a b}=$ $\bar{G}^{b a}$ as the graph $\bar{G}$ with an additional triangle $x z_{a}, x z_{b}, z_{a} z_{b}$ of weights $\nu_{x z_{a}}=\nu_{x z_{b}}=-1 / \lambda$ and $\nu_{z_{a} z_{b}}=1 / \lambda$. Note that the weights in the triangle are opposite to those in $g_{i j}$ (hence the superscript). For a fixed graph $\bar{G}^{a b}$ we define a set of completed graphs $\bar{G}_{i j}^{a b}$ for $i \neq j$ with triangle insertions at $x$, $z_{i}, z_{j}$ of weights $\nu_{x z_{i}}=\nu_{x z_{j}}=1 / \lambda$ and $\nu_{z_{i} z_{j}}=-1 / \lambda$. In particular, we have $\bar{G}_{a b}^{a b}=\bar{G}$.

In this completed setup for graphical functions or Feynman periods, Identity (34) reduces to [14]

$$
\begin{equation*}
\sum_{\substack{j=1 \\ j \neq i}}^{N+1} \nu_{j} f_{\bar{G}_{i j}^{a b}}(z)=: F_{\bar{G}^{a b}}(z) \quad \text { or } \quad \sum_{\substack{j=1 \\ j \neq i}}^{N+1} \nu_{j} P_{\bar{G}_{i j}^{a b}}=: F_{\bar{G}^{a b}}, \tag{35}
\end{equation*}
$$

where $F_{\bar{G}^{a b}}$ does not depend on $i$. The graphical function (or the Feynman period) of a completed graph is defined as the graphical function (or Feynman period) after the removal of $\infty$.

We exemplify the completed IBP relation (35) in the setup of the previous subsection. We completed the amputated two-point function $G$ with external vertices 0 and 1 by adding $\infty$ yielding the completed Feynman period $\bar{G}$. For notation we keep the labels $0,1, \infty$ in $\bar{G}$ although $\bar{G}$ needs no distinction between internal and external vertices. We use $x=\infty$ as central IBP vertex and consider $\bar{G}^{01}$. From (33) we obtain
$\nu_{0}=\nu_{1}=\nu_{0 \infty}-\frac{1}{\lambda}=1-\frac{\alpha \epsilon}{\lambda}, \quad$ with $\quad \alpha=\frac{h_{G}}{2}-\frac{1}{n+1}$.
The completed IBP relation (35) for $i=0,1$ gives

$$
\left(1-\frac{\alpha \epsilon}{\lambda}\right) P_{\bar{G}}+\frac{\epsilon}{(n+1) \lambda} \sum_{j=2}^{V_{G}-1} P_{\bar{G}_{i j}^{01}}=F_{\bar{G}^{01}}
$$

where we labeled the $V_{G}-2$ internal vertices of the twopoint graph $G$ by $2, \ldots, V_{G}-1$. Subtraction of the two identities for $i=0$ and $i=1$ gives

$$
\sum_{j=2}^{V_{G}-1} P_{\bar{G}_{0 j}^{01}}=\sum_{j=2}^{V_{G}-1} P_{\bar{G}_{1 j}^{01}}
$$

For $i \geq 2$ we obtain

$$
\left(1-\frac{\alpha \epsilon}{\lambda}\right)\left(P_{\bar{G}_{0 i}^{01}}+P_{\bar{G}_{1 i}^{01}}\right)+\frac{\epsilon}{(n+1) \lambda} \sum_{j \neq 0,1, i} P_{\bar{G}_{i j}^{01}}=F_{\bar{G}^{01}} .
$$

We sum over all internal vertices $i=2, \ldots, V_{G}-1$, use the previous equation and substitute $\sum_{j} P_{\bar{G}_{1 j}^{01}}$ into the first equation for $i=1$ to obtain

$$
\begin{aligned}
\left(1-\frac{\alpha \epsilon}{\lambda}\right) P_{\bar{G}}= & \frac{\epsilon^{2}}{(n+1)^{2} \lambda(\lambda-\alpha \epsilon)} \\
& \times \sum_{2 \leq j<k \leq V_{G}-1} P_{\bar{G}_{j k}^{01}}+\frac{\lambda-2 \alpha \epsilon}{\lambda-\alpha \epsilon} F_{\bar{G}^{01}}
\end{aligned}
$$

We take $F_{\bar{G}^{01}}$ from the previous equation and get for any $i \in\left\{2, \ldots, V_{G}-1\right\}$ the following alternative representation of the two-point period $P_{\bar{G}}$,


FIG. 7. A formula for the Feynman period of an amputated two-point function ( $\alpha=\frac{h_{G}}{2}-\frac{1}{n+1}$ ).


FIG. 8. An IBP relation with a contraction on the left-hand side $\left(\nu_{1}, \ldots, \nu_{N} \neq 1\right)$.


FIG. 9. The $\mathrm{Y} \nabla \overline{\mathrm{Y}} \overline{\mathrm{Y}}$-identity, where $\nu_{\infty}=1+\frac{2}{\lambda}-\nu_{1}-\nu_{2}$. This identity is particularly useful for $\nu_{1}=\nu_{2}=1$ in $6-\epsilon$ dimensions.

$$
\begin{align*}
P_{\bar{G}}= & \frac{\lambda-2 \alpha \epsilon}{\lambda-\alpha \epsilon}\left(P_{\bar{G}_{0 i}^{01}}+P_{\bar{G}_{1 i}^{01}}+\frac{\epsilon}{(n+1)(\lambda-\alpha \epsilon)} \sum_{j \neq 0,1, i} P_{\bar{G}_{i j}^{01}}\right) \\
& +\frac{\epsilon^{2}}{(n+1)^{2}(\lambda-\alpha \epsilon)^{2}} \sum_{2 \leq j<k \leq V_{G}-1} P_{\bar{G}_{j k}^{01}} . \tag{37}
\end{align*}
$$

The Feynman periods on the right-hand side of (37) are completed. We may label the central vertex in the IBP relation by $\infty$ (although it was internal for deriving the IBP relation) and stick to the original labels 0 and 1 to obtain the de-completed relation that is depicted in Fig. 7.

Note that a priori the right-hand side of (37) is not simpler than the left-hand side. The Laurent series' of $P_{\bar{G}_{i j}^{01}}$ and $P_{\bar{G}_{j k}^{01}}$ are only needed to lower order in $\epsilon$. These terms are typically easier to calculate. However, the calculation of the Feynman periods $P_{\bar{G}_{0 j}}$ and $P_{\bar{G}_{1 j}}$ may be as hard as the original period $P_{\bar{G}}$. The benefit of (37) is the freedom to choose the label $i$. If $P_{\bar{G}}$ is inaccessible, it happens quite frequently that there exist an $i$ so that the right-hand side of (37) can be computed (although the right-hand side cannot be computed of most other choices of $i$ ).

A special case arises if the differential operator produces a Dirac delta-function by

$$
\begin{equation*}
\square_{x} \frac{1}{\|x-y\| \|^{2 \lambda}}=-\frac{4}{\Gamma(\lambda)} \delta(x-y) \tag{38}
\end{equation*}
$$

Then, a term is generated where an edge is contracted. The general case in Fig. 8 can be useful if all edges $\nu_{1}, \ldots, \nu_{N}$ have weight zero in the limit $\epsilon=0$. In this case, the terms on the right-hand side need lower orders in the $\epsilon$-expansion. The case $N=1$ was used in Sec. VIII A for the calculation
of the general three-star $\grave{L}\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ with a bubble in four dimensions, see (30). Lower orders in the $\epsilon$-expansion also suffice if one edge has nonzero weight for $\epsilon=0$ but the sum of all weights is $1+\mathcal{O}(\epsilon)$.

An important case is also $N=2$, see Fig. 9. The contraction gives rise to the triangle on the right-hand side. This $\mathrm{Y} \nabla \overline{\mathrm{Y}} \overline{\mathrm{Y}}$-identity is a main tool in $6-\epsilon$ dimensions for weights $\nu_{1}=\nu_{2}=1$ because the coefficient $\epsilon /(2-\epsilon)$ of the two rightmost graphs suppresses one order in $\epsilon$. Note that in six dimensions the $\mathrm{Y} \nabla \overline{\mathrm{Y}} \overline{\mathrm{Y}}$-identity reduces for $\epsilon=0$ to a star-triangle identity which eliminates a vast number of internal vertices (and hence integrations) in $\phi^{3}$ theory [15,31].

The $\mathrm{Y} \nabla \overline{\mathrm{Y}} \overline{\mathrm{Y}}$-identity may also be used after completion (and de-completion), see Sec. VIII A. From the $\phi^{3}$ threepoint function we obtain an effective two-point function by taking one external vertex to infinity (thus eliminating the leg), see Sec. III. After the amputation of the two remaining external legs we obtain a two-point function with external vertices 0 and 1 . Completion connects the external vertices 0 and 1 to $\infty$ by edges of weight $1-\left(h_{G}-1\right) \epsilon / 2 \lambda$, see (36). If one deletes the vertex 0 (or 1 ) as new vertex $\infty$, then one can use the $\mathrm{Y} \nabla \overline{\mathrm{Y}} \overline{\mathrm{Y}}$-identity at vertex 1 (or 0 ).

## IX. APPROXIMATION

Many relations between graphical functions are only valid up to a certain power $\epsilon^{N}$. Such relations can be used to approximate a graphical function by a sum of graphical functions. Beyond the order $\epsilon^{N}$ the approximation fails. These approximations typically work locally on the level of the integrand. One replaces a certain subgraph in the graph $G$ by a sum of simpler subgraphs with the same evaluation
up to order $\epsilon^{N}$. In the graphical function the subgraph corresponds to a set of internal vertices and the attached edges. If the graphical function of $G$ is singular in integer dimensions, $\epsilon$ is a regulator and the singularity structure must not be changed by the approximation. The singularity structure can be identified by power-counting of subgraphs (see, e.g., [14]). If a certain substructure $g$ of $G$ has a scaling weight $N_{g}$ which characterizes a logarithmic divergence at $\epsilon=0$, then every term in the approximation needs to have the exact same scaling weight for $\epsilon \neq 0$. Examples of this type are in Sec. IX B, see Figs. 12 and 13.

## A. Expansion

Assume the graph $G$ of a graphical function $f_{G}(z)$ has a set of edges $\mathcal{E}$ such that $f_{G}(z)$ simplifies if one changes the coefficient of $\epsilon$ in any of the edges in $\mathcal{E}$. Concretely, assume that edges $e \in \mathcal{E}$ have weight $\nu_{e}=\left(n_{e}+a_{e} \epsilon\right) / \lambda$, see (25), and $f_{G}(z)$ becomes accessible if the weights of some edges in $\mathcal{E}$ change to $\nu_{e}^{\prime}=\left(n_{e}+a_{e}^{\prime} \epsilon\right) / \lambda$. Assume we want to know the lowest $N+1$ Laurent coefficients of $\epsilon^{L}, \ldots, \epsilon^{L+N}$ in $f_{G}(z)$, where $L$ is the low-degree of $f_{G}(z)$ in $\epsilon$. If $N<$ $|\mathcal{E}|$ and no singular subgraph in integer dimensions (for $\epsilon=0$ ) uses any of the edges in $\mathcal{E}$, then we can approximate the integrand by a linear combination of $N+1$ graphical functions with modified weights $a_{e}^{\prime}$.

A standard example is the case $n_{e}=a_{e}^{\prime}=0$. By completion, from graphs with $(2 n+4) /(n+1)$ edges of weight 1 at each internal vertex ( $n=0,1$ ) one obtains


If the edge on the left-hand side is the only edge that connects to $z$, the graphical function can be reduced by double use of the appending an edge algorithm, see Sec. IV.

Finally, we combine completion with (39) and (40) to derive an identity for the Laurent expansion of a graphical function $f_{G}(z)$ with edges of weight 1 in $\phi^{3}$ or $\phi^{4}$ theory. Assume the $V^{\text {int }}$ internal vertices of $G$ have $(2 n+4) /(n+$ 1) edges of weight 1 for $n=0,1$, so that internal vertices connect to $\infty$ with edges of weight $\epsilon /(n+1) \lambda$, see (29). Moreover, the vertex $\infty$ connects to 0 and 1 with

$$
\begin{aligned}
& \nu_{0 \infty}=\frac{-N_{0}+N_{1}+N_{z}}{2}-\frac{V^{\text {int } \epsilon}}{2(n+1) \lambda}, \\
& \nu_{1 \infty}=\frac{N_{0}-N_{1}+N_{z}}{2}-\frac{V^{\text {int }} \epsilon}{2(n+1) \lambda},
\end{aligned}
$$

where $N_{0}, N_{1}, N_{z}$ are the total weights of the external vertices $0,1, z$, respectively. In the completed graph there
graphical functions with $V^{\text {int }}$ edges of weight $\epsilon /(n+1) \lambda$, see Sec. VIII A. In this case $a_{e}=1 /(n+1)$ and the graph simplifies (loses edges) by the transition to $a_{e}^{\prime}=0$. We obtain the following identity for $N<|\mathcal{E}|$,

$$
\begin{align*}
\prod_{e \in \mathcal{E}}\left\|x_{e}\right\|^{-2 a_{e} \epsilon}= & \sum_{k=0}^{N}(-1)^{N-k}\binom{|\mathcal{E}|-k-1}{N-k} \\
& \times \sum_{\mathcal{E}_{k} \subset \mathcal{E}} \prod_{e \in \mathcal{E}_{k}}\left\|x_{e}\right\|^{-2 a_{e} \epsilon}+\mathcal{O}\left(\epsilon^{N+1}\right), \tag{39}
\end{align*}
$$

where $x_{e}=x_{i}-x_{j}$ if the edge $e$ is $x_{i} x_{j}$, and $\mathcal{E}_{k}$ is a subset of $\mathcal{E}$ with $k$ elements. If this identity is used in the integrand of the graphical function $f_{G}(z)$ after a double transposition of external vertices, one obtains an approximation for the lowest $N+1$ coefficients using $\leq N$ edges of weight $a_{e} \epsilon / \lambda$.

Another application of approximation is the conversion of an edge of weight $a \epsilon / \lambda$ into a sum of two edges of weight $-\epsilon / 2 \lambda$ and 0 . This approximation only holds up to order $\epsilon$,

$$
\left\|x_{e}\right\|^{-2 a \epsilon}=-2 a\left\|x_{e}\right\|^{\epsilon}+2 a+1+\mathcal{O}\left(\epsilon^{2}\right) .
$$

The benefit of this approximation is that in four dimensions an edge of weight $-\epsilon / 2 \lambda$ can be converted into a chain of two edges of weight 1 , see (28). With $c_{1,1}^{(\lambda)}=-2 / \epsilon \Gamma(\lambda)$ we obtain,
also exist weighted edges 01 and $z \infty$. Their weights, however, are insignificant in the following. We use the double transposition $0 \leftrightarrow 1, z \leftrightarrow \infty$ to obtain after decompletion

$$
f_{G}(z)=\frac{1}{((z-1)(\bar{z}-1))^{\lambda \nu_{00}}(z \bar{z})^{\lambda \nu_{10}}} f_{G^{\prime}}(z),
$$

where the graph $G^{\prime}$ is $G$ with $0 \leftrightarrow 1$, the vertex $z$ deleted, and a new vertex $z$ that connects to all internal vertices with edges of weight $\epsilon /(n+1) \lambda$. Let $L$ be the low degree of the Laurent expansion of $f_{G}(z)$. We use (39) for $N=1$ to expand $f_{G^{\prime}}(z)$ to order $\epsilon^{L+1}$ (keeping the lowest two orders in $\epsilon$ ). The expansion is $1-V^{\text {int }}$ times $G^{\prime}$ with no edges attached to $z$ plus a sum over graphs with single edges between any fixed internal vertex and $z$. Using (40) for $a=1 /(n+1)$ we obtain


FIG. 10. A formula for the first two orders in $\epsilon$ of graphical functions with $\frac{2 n+4}{n+1}$-valent internal vertices in $2 n+4-\epsilon$ dimensions ( $n=0,1$ ). On the right-hand side the vertex $\infty$ has to be deleted, see (41).


FIG. 11. A four-dimensional example for (41), see Fig. 10. The rightmost graph represents the sum of two isomorphic graphs.

$$
\begin{align*}
f_{G}(z)= & \frac{1}{((z-1)(\bar{z}-1))^{\lambda \nu_{0 \infty}}(z \bar{z})^{\lambda \nu_{1 \infty}}}\left(\left(1+\frac{2 V^{\mathrm{int}}}{n+1}\right) f_{G_{0}}(z)\right. \\
& \left.+\frac{\Gamma(\lambda) \epsilon}{n+1} \sum_{x \in \mathcal{V}^{\text {int }}} f_{G_{x}}(z)\right)+\mathcal{O}\left(\epsilon^{L+2}\right), \tag{41}
\end{align*}
$$

where $G_{0}$ is the graph $G$ with $0 \leftrightarrow 1$ and deleted vertex $z$. The graph $G_{x}$ is $G_{0}$ with a chain of two vertices of weight 1 between the internal vertex $x$ and a new external vertex $z$. With (41) the lowest two orders in $\epsilon$ of the left-hand side can often be calculated. This identity is useful to calculate the top loop order contribution to the beta-function. It is depicted in Fig. 10 with a special case in Fig. 11.

## B. Three-vertex cuts

Many graphical functions have three-vertex cuts: they split after the removal of three vertices. This happens at each vertex in $\phi^{3}$ theory and at each vertex with a bubble in $\phi^{4}$ theory. In practice, one often also finds less trivial threevertex cuts in relevant graphical functions.

If a graph $G$ has a three-vertex cut along $x_{1}, x_{2}, x_{3}$, one can consider the vertices of the cut as external vertices of a smaller graphical function $g$. If $f_{g}(z)$ can be approximated by a sum of simpler graphical functions up to some order in $\epsilon$, then the Feynman integral $A_{g}\left(x_{1}, x_{2}, x_{3}\right)$ is approximated by the sum of the simpler Feynman integrals. From (5) we obtain the condition that in each graph of the approximation the edge 01 acquires a weight such that the scaling $N_{g}$ of $g$ is preserved, see (6). Figures 12 and 13 are important examples for such approximations to various order in $\epsilon$ in four dimensions. We may replace $g$ in $G$ by the approximation if the order in $\epsilon$ suffices and if no singular (by power-counting) subgraph of $G$ uses edges in $g$.

The latter condition can be relaxed if the power-counting of the singularity is preserved by each graph in the approximation. As an example of this (rather rare) situation, consider the first approximation of the bubble threestar in Fig. 12. Assume the left-hand side is substituted into
an ambient graph with an edge of weight 1 from the left to the top vertex. In this case one obtains a logarithmic singularity in the shape of Dunce's cap (spanned by the left, top, and central vertex). The cap contains the bubble, the central vertex, and the top edge of the graph $g$ on the left-hand side in Fig. 12. The weight of this chain is $3-(\lambda+1) / \lambda=1-\epsilon / 2 \lambda$, see (28). The left-top edge on the sole graph in the first approximation on the right-hand side reproduces this weight. So, the first approximation in Fig. 12 can be used in the presence of a left-top edge of weight 1 in the ambient graph. The other approximations in Fig. 12 cannot be used in this case because there exist graphs in the approximation with left-top edges of weight $1(\neq 1-\epsilon / 2 \lambda)$.

Some of the identities in Figs. 12 and 13 generalize to weights $\left(1+a_{e} \epsilon\right) / \lambda$, see (25), which makes them significantly more powerful. In HyperlogProcedures [16] many more three-vertex approximations are implemented. A systematic and comprehensive search for three-vertex approximations is still missing.

Approximations of three-vertex cuts are an important tool for the calculation of renormalization functions in fourdimensional $\phi^{4}$ theory. There exist analogous three-vertex cut approximations in six-dimensional $\phi^{3}$ theory. As a rule of thumb, however, IBP (see Sec. VIII B) is more important in $\phi^{3}$ theory whereas three-vertex cut approximations are more important in $\phi^{4}$ theory.

## X. SUBTRACTION OF SUBDIVERGENCES BY REROUTING

When using approximations (Sec. IX) for the calculation of a graphical function, one can only handle a certain number of orders in the regulator $\epsilon$. In this context it can be very helpful to reduce the pole order of a graphical function by subtracting subdivergences. Subtraction of subdivergences has already been used to handle divergences for appending edges, see Sec. V. Here, we use a purely
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FIG. 12. Approximations of the three-stard $(2,1,1)$ in four dimensions. Edges with no labels have weight 1.


FIG. 13. Approximations of Dunce's cap in four dimensions. Edges with no labels have weight 1.


FIG. 14. Linear combinations of subgraphs with lifted singularities. The shaded areas connect to an ambient graph to represent a graphical function. All but the leftmost graphs have two-chains of edges which simplify by (28). The central vertices of the two-chains must be internal in the full graphical function.
graphical method which was developed by F. Brown and D. Kreimer in [32]. We change the routing of some edges in a graph $G$ in such a way that the singularity structure of the original graph is maintained. Further, we want to generate a two-chain of edges in the subtraction graph(s), so that we can use (28) to eliminate the internal vertex of the twochain. We subtract the rerouted graph(s) from $G$ to lift the singular substructure in $G$. It can be necessary to subtract (or add) several graphs to $G$ to fully cancel a subdivergence, see Fig. 14. A given graphical function $f_{G}(z)$ can thus be expressed as a sum of graphs with a reduced subdivergence plus the subtraction graphs with a reduced vertex. Both terms are simplified, which may allow one to compute $f_{G}(z)$, see Sec. XII.

A particularly accessible case occurs when one needs to know $f_{G}(z)$ only to order $\epsilon^{-1}$ (note that $G$ may have a high pole order due to many nested subdivergences). In this case a complete regularization by rerouting has low degree $\epsilon^{0}$ and can therefore be ignored. One may thus replace $G$ by the sum of the subtraction graphs.

If a period $P_{G}$ (or a graphical function $f_{G}(z)$ ) needs to be calculated to order $\epsilon^{0}$, a complete regularization by rerouting allows one to work in integer dimensions. Then, the period $P_{G}$ can be completed without generating many edges that vanish in the limit $\epsilon \rightarrow 0$, see Secs. VII and IX.

Using the renormalization Hopf algebra by A. Connes and D. Kreimer $[33,34]$ it is a purely combinatorial task to
check if a linear combination of graphs is finite. The reduced coproduct is given by

$$
\begin{equation*}
\Delta^{\prime}(G)=\sum_{g \subset G} g \otimes G / g, \tag{42}
\end{equation*}
$$

which extends linearly to sums of graphs. In (42) the sum is over all disjoint unions $g$ of 1PI subgraphs which are logarithmically divergent by power-counting. The graph $G / g$ is obtained from $G$ by contracting all edges of $g$. A linear combination of graphs $\Gamma$ is finite if and only if $\Delta^{\prime}(\Gamma)=0$. To show that $\Delta^{\prime}(\Gamma)=0$ one can use the fact that tadpoles vanish in dimensionally regularized massless theories (one needs this, e.g., to prove that the second line is finite).

As an example, consider the first line $\Gamma$ in Fig. 14. For both graphs in $\Gamma$ the only 1PI subdivergent graph is the bubble. Both graphs have the same contraction, so $\Delta^{\prime}(\Gamma)=0$.

After rerouting, approximations can only be used simultaneously for all graphs in the regularized sum. The approximation is limited to the part of the ambient graph which is not affected by the rerouting.

In HyperlogProcedures [16], subtraction by rerouting has only been implemented for simple cases. For the eight loop result of the $\phi^{4}$ gamma function it was necessary to reroute some more complex graphs by hand. A general algorithm
for rerouting would be desirable in the future. Note that by three-valence, six-dimensional $\phi^{3}$ theory has no overlapping divergences which leads to a significantly simpler rerouting algorithm.

## XI. HyperInt

If all attempts fail to calculate a graphical function, then a last resort is parametric integration.

Graphical functions have parametric representations where the integration is over edge-variables instead of vertices [17]. A method of brute force parametric integration has been devised by F. Brown [35,36]. The method was developed and implemented in maple by E. Panzer (HyperInt [21]).

The method is restricted to graphical functions whose parametric representation is 'linearly reducible'. In practice, further restrictions come from severe memory and time consumption in many calculations. The complexity of a parametric integration heavily depends on the number of edges, the order in $\epsilon$, the topology of the graph and the weights of the edges. It proved very efficient to parametrically calculate families of graphical functions with weights $\left(n_{e}+a_{e} \epsilon\right) / \lambda$, see (25), where $n_{e} \in \mathbb{Z}$ is fixed and $a_{e} \in \mathbb{R}$ is a free parameter. The parameters $a_{e}$ can be handled by HyperInt with moderate loss in speed and extra memory demand. Knowledge of graphical functions with parameters can be useful for the calculation of large sets of relevant graphical functions and Feynman periods. Note that from rather small graphical function a whole series of larger graphical functions can be constructed with the techniques of the previous sections. Small graphical functions can thus be considered as germs which considerably enrich the set of available results.

Parametric integration in four dimensions is limited to small graphs and low orders in $\epsilon$ (typically three internal vertices with three orders in $\epsilon$, which already needs some
tweaks by the author). In six dimensions the restrictions are even more severe, so that mostly graphs with two internal vertices were computed to low orders in $\epsilon$. This difficulty results from a higher power in the denominator of the parametric integrand and it is a main source for the slow progress in calculating the $\phi^{3}$ beta function to loop order six. There exist ideas to bypass the difficulty (most prominently by analytically precalculating the first integrations using general Dodgson identities [36]). More intense work on the level of parametric integration however has low priority to the author of this article because it stands somewhat outside the theory of graphical functions.

## XII. A WORKED EXAMPLE

In this section we show how to combine the tools of the previous sections to calculate the graphical function of the graph $G$ on the top left of Fig. 15 to order $\epsilon^{0}$. The graph $G$ has a triple subdivergence (Dunce's cap and a bubble) giving rise to a low degree $\epsilon^{-3}$ in $f_{G}(z)$. The graph $G$ is not constructible, so we want to approximate Dunce's cap by the identities in Fig. 13. We can use the second identity as it covers four orders in $\epsilon$ (from $\epsilon^{-2}$ to $\epsilon^{1}$ ). However, the second identity in Fig. 13 has a rather complicated first term where one loses one internal vertex but still has to calculate four orders in $\epsilon$ (after the substitution in $G$ one needs the coefficients for $\epsilon^{-2}$ to $\epsilon^{1}$ ). In the first equation this term is absent and the remaining terms either feature less orders in $\epsilon$ or they have lost both internal vertices. To be able to use the first identity we regularize $G$ by subtracting the second graph $G_{1}$ in Fig. 15. In the subtraction, the rightmost bubble is regularized (see Sec. X and the first line in Fig. 14). For the difference $f_{G}(z)-f_{G_{1}}(z)$ we only need to calculate the three coefficients of $\epsilon^{-2}$ to $\epsilon^{1}$. Notice that the approximation does not use the rerouted edge. We obtain

$$
\begin{aligned}
f_{G}(z)-f_{G_{1}}(z)= & -2\left(f_{G_{3}}(z)+f_{G_{4}}(z)-f_{G_{5}}(z)-f_{G_{6}}(z)-f_{G_{7}}(z)+f_{G_{8}}(z)\right)+\frac{2}{\epsilon^{2}(1-\epsilon)\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)^{2}}\left(f_{G_{9}}(z)\right. \\
& \left.+f_{G_{10}}(z)-f_{G_{11}}(z)-f_{G_{12}}(z)-f_{G_{13}}(z)+f_{G_{14}}(z)\right)+\mathcal{O}(\epsilon) .
\end{aligned}
$$

The only singularity in the graphical functions of $G_{3}, G_{4}$, and $G_{5}$ is the bubble. They thus have pole order -1 and we can approximate the bubble using the first identity in Fig. 12. Using the graphical functions in Fig. 16 we obtain

$$
f_{G_{3}}(z)=\frac{2 F_{-\frac{1}{2} \frac{1}{2}, \frac{1}{2}, 0,0,0}^{6}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)}+\mathcal{O}(\epsilon), \quad f_{G_{4}}(z)=\frac{2 F_{-\frac{1}{2}, \frac{1}{2} \frac{1}{2}, 0,0,0}^{6}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)}+\mathcal{O}(\epsilon), \quad f_{G_{5}}(z)=\frac{2 F_{-\frac{1}{2} \frac{1}{2},-\frac{1}{2}, 0,0}^{5}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)}+\mathcal{O}(\epsilon) .
$$

In the graphs $G_{6}, G_{7}, G_{8}, G_{12}, G_{13}$, and $G_{14}$ we reduce the two-chain of edges using (28). This gives


FIG. 15. The reduction of the graphical function $f_{G}(z)$ uses the graphs $G_{1}, \ldots, G_{14}$ in intermediate steps. Edges with no labels have weight 1.

$$
\begin{array}{rlrl}
f_{G_{6}}(z)=f_{G_{7}}(z) & =\frac{2 F_{-\frac{1}{2}, 0,0,0,0,0}}{\epsilon(1-\epsilon) \Gamma(\lambda)}, & f_{G_{8}}(z) & =\frac{2 F_{-\frac{1}{2}, 0,0,0,0}^{5}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)} \\
f_{G_{12}}(z)=f_{G_{13}}(z)=\frac{2 F_{-\frac{1}{2}, 0,0,-1}^{4}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)}, & f_{G_{14}}(z)=\frac{2 F_{-\frac{3}{2}, 0,0,0}^{4}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)}
\end{array}
$$

For the graphs $G_{9}$ and $G_{11}$ we use the third approximation in Fig. 12. In some of the resulting graphs we swap the external vertices 0 and 1 which transforms $z$ to $1-z$, see (27). This gives

$$
\begin{aligned}
f_{G_{9}}(z)= & -f_{G_{10}}(z)-F_{0,-1,0}^{3}(1-z)-\frac{\epsilon}{2(1-\epsilon)}\left(F_{0,-1,0,0,0}^{5}+F_{0,-1,0,0,0,0}^{6}+F_{0,0,-1,0,0,0}^{6}\right)(1-z) \\
& +\left(\frac{2}{\epsilon(1-\epsilon) \Gamma(\lambda)}+\zeta(3) \epsilon^{2}\right)\left(F_{-\frac{1}{2}, 0,0,-1}^{4}+F_{0,-\frac{1}{2}, 0,-1}^{4}+F_{0,0,-\frac{1}{2},-1}^{4}\right)(z)+\mathcal{O}\left(\epsilon^{3}\right) \\
f_{G_{11}}(z)= & -f_{G_{11}}(z)-F_{-1,0,0}^{3}(1-z)-\frac{\epsilon}{2(1-\epsilon)}\left(F_{-1,0,0,0,0}^{5}+2 F_{-1,0,0,0,0,0}^{6}\right)(1-z) \\
& +\left(\frac{2}{\epsilon(1-\epsilon) \Gamma(\lambda)}+\zeta(3) \epsilon^{2}\right)\left(F_{-\frac{3}{2}, 0,0,0}^{4}+2 F_{-1,-\frac{1}{2}, 0,0}^{4}\right)(z)+\mathcal{O}\left(\epsilon^{3}\right)
\end{aligned}
$$

In the rerouted graph $G_{1}$ we eliminate the two-chain using (28),

$$
f_{G_{1}}(z)=\frac{2 f_{G_{2}}(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)}
$$

In the reduced graph $G_{2}$ we use the second identity in Fig. 13, yielding


FIG. 16. The graphical function $f_{G}(z)$ in Fig. 15 can be expressed in terms of the graphical functions $F_{a, b, c}^{3}(z)$ (order $\epsilon^{2}$ ), $F_{a, b, c, d}^{4}(z)$ (order $\epsilon^{3}$ ), $F_{a, b, c, d, e}^{5}(z)$ (order $\epsilon^{1}$ ), and $F_{a, b, c, d, e, f}^{6}(z)$ (order $\epsilon^{1}$ ), see (43). The graphical function $F_{a, b, c, d, e}^{5}(z)$ can be calculated from $\tilde{F}_{a, b, c}^{51}(z)$ and $\tilde{F}_{a, b, c}^{52}(z)$. Edges with no labels have weight 1. (The graphical functions are represented by their graphs).

$$
\begin{aligned}
f_{G_{2}}(z)= & \frac{3}{\epsilon(1-\epsilon) \Gamma(\lambda)} F_{-\frac{1}{2}, 0,-\frac{1}{2}}^{3}(z)+\frac{1}{4(1-\epsilon)\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)}\left(2 F_{-\frac{1}{2}, 0,0,-3,-\frac{3}{2}, 4}^{6}-F_{1,0,0,-1,-1}^{5}\right)(z) \\
& -\frac{1}{\epsilon^{2}(1-\epsilon)\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)^{2}}\left(2 F_{1,-\frac{3}{2},-1,0}^{4}-F_{\frac{3}{2},-\frac{3}{2},-\frac{3}{2}, 0}^{4}\right)(1-z)+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Altogether, we are able to express the graphical function $f_{G}(z)$ in terms of the graphical functions $F_{a, b, c}^{3}(z), F_{a, b, c, d}^{4}(z)$, $F_{a, b, c, d, e}^{5}(z)$, and $F_{a, b, c, d, e, f}^{6}(z)$ in Fig. 16,

$$
\begin{align*}
f_{G}(z)= & \frac{\left(8 F_{-\frac{1}{2}, 0,0,0,0,0}^{6}-4 F_{-\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, 0,0,0}^{6}-4 F_{-\frac{1}{2},-\frac{1}{2}, \frac{1}{2}, 0,0,0}-4 F_{-\frac{1}{2}, 0,0,0,0}^{5}+4 F_{-\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 0,0}^{5}\right)(z)}{\epsilon(1-\epsilon) \Gamma(\lambda)} \\
& +\frac{\left(F_{-1,0,0,0,0,0}^{6}-F_{0,-1,0,0,0,0}^{6}-F_{0,0,-1,0,0,0}^{6}+\frac{1}{2} F_{-1,0,0,0,0}^{5}-F_{0,-1,0,0,0}^{5}\right)(1-z)}{\epsilon(1-\epsilon)^{2}\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)^{2}} \\
& +\frac{\left(F_{-\frac{1}{2}, 0,0,-3,-\frac{3}{2}, 4}^{6}-\frac{1}{2} F_{1,0,0,-1,-1}^{5}\right)(z)}{\epsilon(1-\epsilon)^{2}\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)^{2}}+\frac{\left(F_{-1,0,0}^{3}-2 F_{0,-1,0}^{3}\right)(z)}{\epsilon^{2}(1-\epsilon)\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)^{2}}+\frac{6 F_{-\frac{1}{2}, 0,-\frac{1}{2}}^{3}(1-z)}{\epsilon^{2}(1-\epsilon)^{2} \Gamma(\lambda)^{2}} \\
& +\frac{4}{\epsilon^{3}(1-\epsilon)^{2}\left(1-\frac{3 \epsilon}{2}\right) \Gamma(\lambda)^{3}}\left(\left(1+\frac{\zeta(3) \epsilon^{3}}{2}\right)\left(F_{0,-\frac{1}{2}, 0,-1}^{4}+F_{0,0,-\frac{1}{2},-1}^{4}-F_{-1,-\frac{1}{2}, 0,0}^{4}\right)(z)\right. \\
& \left.-\left(1-\frac{\zeta(3) \epsilon^{3}}{2}\right)\left(F_{-\frac{1}{2}, 0,0,-1}^{4}-\frac{1}{2} F_{-\frac{3}{2}, 0,0,0}^{4}\right)(z)-\left(F_{1,-\frac{3}{2},-1,0}^{4}-\frac{1}{2} F_{\frac{3}{2},-\frac{3}{2}, \frac{-2}{2}, 0}^{4}\right)(1-z)\right) \tag{43}
\end{align*}
$$

We need the expansions of the graphical functions $F_{a, b, c}^{3}(z), F_{a, b, c, d}^{4}(z)$, and $F_{a, b, c, d, e, f}^{6}(z)$ to orders $\epsilon^{2}, \epsilon^{3}$, and $\epsilon^{1}$, respectively. This can be achieved by parametric integration using (an optimized version of) HyperInt, see [21] and Sec. XI.

The graphical function $F_{a, b, c, d, e}^{5}(z)$ needs to be expanded to order $\epsilon^{1}$. With its ten edges it is too complex to use HyperInt directly. We use completion (see Sec. VII) and swap the vertices $0 \leftrightarrow \infty$ and $1 \leftrightarrow z$ to derive $F_{a, b, c, d, e}^{5}(z)$ from the graphical function $\tilde{F}_{a, b, c, d, e}^{5}(z)$ in Fig. 16 (where we have deleted edges between external vertices). In $\tilde{F}_{a, b, c, d, e}^{5}(z)$ we have three edges of weights that vanish in the limit $\epsilon \rightarrow 0$. Because we need $\tilde{F}_{a, b, c, d, e}^{5}(z)$ only to order $\epsilon^{1}$ we can expand the integrand in $\epsilon$, see Sec. IX A. This allows us to express $\tilde{F}_{a, b, c, d, e}^{5}(z)$ in terms of $\tilde{F}_{a, b, c}^{51}(z)$ and $\tilde{F}_{a, b, c}^{52}(z)$. Both $\tilde{F}_{a, b, c}^{51}(z)$ and $\tilde{F}_{a, b, c}^{52}(z)$ only have eight edges. The first two orders of their graphical functions can easily be calculated with HyperInt.

## XIII. LIMITATIONS AND FUTURE DEVELOPMENTS

At the time of writing, in the calculation of the eight loop $\phi^{4}$ beta function results for 19000 of 233490 Feynman periods are missing. The calculation of the six loop beta function in $\phi^{3}$ theory lacks 1100 of 40788 Feynman periods. Computations are hampered by limited access to computing facilities. Nevertheless, the author expects that a six loop result for the $\phi^{3}$ beta function will be available in the near future. Files of intermediate results are in [16].

Difficulties in the calculation of renormalization functions are threefold:
(1) computing time,
(2) memory consumption,
(3) inaccessible Feynman periods.

Computing time is the least severe limitation. Still, a large number of Feynman periods needs to be calculated and each calculation can be quite time consuming. In most cases the majority of computing time is used for finding a way how to do the calculation by using all implemented formulas for nonconstructible Feynman periods. One has to try all internal vertices for the external vertex $z$ and for each choice of $z$ one needs to use a large set of transformations in the attempt to calculate the graphical function. Once a chain of transformations is found, the actual calculation typically is much faster. An exception is the case when vast amounts of memory are used.

Memory consumption is typically rather mild (a few GB). An exception occurs if the alphabet of GSVHs uses letters that lead to numbers which are not Euler sums. This happens quite frequently at six loops in $\phi^{3}$ theory. A prominent type of such numbers are iterated integrals [37] in the alphabet

$$
X=\left\{-1,0, \frac{1}{2}, 1,2\right\}
$$

The alphabet $X$ is a transformed (real) subset of the alphabet of sixth roots of unity $\exp (2 k \pi i / 6), k=0,1, \ldots, 5$. Although HyperlogProcedures can handle these numbers
(using the 'Schnetz basis'), the $\mathbb{Q}$-basis of these number is quite large at high weights and transformations into the $f$-alphabet (that is used by HyperlogProcedures for transformation into a $\mathbb{Q}$-basis $[38,39]$ ) can be slow. Moreover, taking limits of such GSVHs at $z=1$ and at $z=\infty$ can be time and memory consuming.

Hitherto inaccessible Feynman periods can be calculated by using some hand-crafted reduction chains, see Sec. XII, or by generating results for graphical functions using parametric integration, see Sec. XI. Both approaches are cumbersome and tedious.

Systematic approaches to increase the power of the graphical functions method are the following subsections.

Moreover, the application of the graphical functions method to Gauge Theories [1] seems possible and desirable.

## A. Extra identities

The list of identities presented in this article is quite incomplete. Many identities were found in the search for a solution of a particular Feynman period. It seems possible that many important techniques for calculating graphical functions are yet to be found.

## B. Recursive use of known identities

In HyperlogProcedures [16] identities are used to simplify graphical functions. In some cases, transformations into graphs of similar complexity were accepted because the new graphs may be amenable to reductions. In the maple implementation HyperlogProcedures this immediately leads to very slow searches for chains of transformations that solve a given graphical function. The search for a reduction chain is independent of the actual calculation. It can be programmed recursively in C++ with much better efficiency. In the case of convergent graphical functions in six dimensions this was successfully done by M. Borinsky in [15]. It became evident that reduction chains often use detours over seemingly more complex graphical functions and are hence missed by HyperlogProcedures. In particular, the IBP method (see Sec. VIII B) which is very powerful in $\geq 6$ dimensions can (by its complexity) only be handled in this approach.

The recursive calculation of graphical functions and Feynman periods in integer dimensions [15] can be modified to compute the $\epsilon$-coefficients of regularized integrals. It seems efficient to introduce two types of edge weights: general weights $\left(n_{e}+a_{e} \epsilon\right) / \lambda$ with $n_{e} \in \mathbb{Z}$, $a_{e} \in \mathbb{R}$, as in (25) and special weights $\left(n_{e}-\frac{\epsilon}{2}\right) / \lambda$ which, after external differentiation or integration, may become weight 1 edges that can be reduced by the appending an edge algorithm of Sec. IV.

Very desirable would also be a systematic implementation of rerouting, see Sec. X. This method for the subtraction of subdivergences (and the reduction of the relevant orders
in $\epsilon$ ) has proved very efficient. Only the simplest cases are implemented in HyperlogProcedures.

## C. Deep learning

Even in a C++ implementation the recursive use of known identities quickly becomes too big for exhaustive results. One needs to introduce cutoffs in the size of admissible graphs or needs to limit the set of identities which is used. The setup seems quite accessible to
methods of deep learning. The power of deep learning in this context is not yet known.
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