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We provide a non-trivial test of supersymmetry in the random-field Ising model at five spatial
dimensions, by means of extensive zero-temperature numerical simulations. Indeed, supersymmetry
relates correlation functions in a D-dimensional disordered system with some other correlation
functions in a D − 2 clean system. We first show how to check these relationships in a finite-size
scaling calculation, and then perform a high-accuracy test. While the supersymmetric predictions
are satisfied even to our high-accuracy at D = 5, they fail to describe our results at D = 4.
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Introduction.— The suggestion [1] that the random-
field Ising model (RFIM) at the critical point [2–4] obeys
supersymmetry came as a major surprise in Theoretical
Physics. One of the implications of supersymmetry is
dimensional reduction [5, 6]: the critical exponents of
a disordered system at space dimension D and those of
a pure (i.e. non-disordered) system at dimension D −
2 coincide. Let us remark that dimensional reduction
is a consequence of, but not necessarily equivalent to,
supersymmetry.

However, in spite of its power and elegance, it was soon
clear that the applicability of supersymmetry is problem-
atic. The original argument [1] was based on the study
of the solutions of the stochastic Landau-Ginsburg equa-
tions in the presence of a random magnetic field. Unfor-
tunately, the crucial assumption of uniqueness of the so-
lution of these equations [1] (which holds at all orders in
perturbation theory), fails beyond perturbation theory.
In fact, it was immediately clear that in the RFIM (but
not for branched polymers [7]) the predicted dimensional
reduction is absent at low dimensions: the RFIM has a
ferromagnetic phase at D = 3 [8, 9] while the D = 1 pure
Ising model has no transition. Non-perturbative effects
(e.g. bound-states in replica space [10–13]) are obviously
important in D = 3. Yet, their relevance for D > 3
(specially upon approaching the presumed upper critical
dimension Du = 6) is unclear. If we consider the case
of D = 6 − ε, different scenarios are possible, as listed
below:

1. Nonperturbative effects could destroy supersymme-
try at a finite order in the ε expansion or, even
worse, at D = 6.

2. Violations of supersymmetry might be exponen-

tially small ∼ exp(−A/ε) (see e.g. Refs. [14, 15];
the computation of A is still an unsolved problem).

3. Supersymmetry has been suggested to be exact but
only for D > Dint ≈ 5.1 [16–18]. For D < Dint the
supersymmetric fixed point becomes unstable with
respect to non-supersymmetric perturbations.

In order to discriminate among these three scenar-
ios, we need accurate simulations aimed to test some of
the many predictions of supersymmetry. In the last few
years, the development of a powerful panoply of simula-
tion and statistical analysis methods [19–21] set the basis
for a fresh revision of the problem. Great emphasis was
made on the anomalous dimensions η and η related to
the decay of the connected and disconnected correlations
functions, respectively [see Eq. (2)]. Supersymmetry pre-
dicts η = η (moreover, the D-dimensional RFIM η = η
are predicted to be equal to the anomalous dimension
of the pure Ising model in dimension D − 2). Extensive
numerical simulations at zero temperature showed that
these relations fail at D = 3 [19] and D = 4 [21], but
they are valid with good accuracy at D = 5 [22]. These
numerical results suggest that supersymmetry may be
really at play at D = 5.

The predictions of supersymmetry go further beyond
those regarding the critical exponents: they involve both
finite volume effects and high-order correlations func-
tions. Here, we will show that several non-trivial su-
persymmetry predictions hold at D = 5 to a very high
numerical accuracy. This is the first direct confirmation
that supersymmetry holds in the RFIM at high dimen-
sions. As a consistency check, we show that the same
relations are definitively not-satisfied at D = 4.
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Simulation setup. — The Hamiltonian of the RFIM is

H = −J
∑
<xy>

SxSy −
∑
x

hxSx , (1)

with the spins Sx = ±1 on a hypercubic lattice in D
dimensions with nearest-neighbor ferromagnetic interac-
tions and hx independent random magnetic fields with
zero mean and variance σ2. Given our previous univer-
sality confirmations [23], we have restricted ourselves to
normal-distributed hx. We work directly at zero tem-
perature [24–28] because the relevant fixed point of the
model lies there [29–31]. The system has a ferromagnetic
phase at small σ, that, upon increasing the disorder, be-
comes paramagnetic at the critical point σc. Here, we
work directly at σc, namely at 6.02395 ≈ σc(D = 5) [22]
and at 4.17749 ≈ σc(D = 4) [21].

We consider two correlation functions, namely the con-

nected and disconnected propagators, C
(con)
xy and C

(dis)
xy :

C(con)
xy ≡ ∂〈Sx〉

∂hy
, C(dis)

xy ≡ 〈Sx〉〈Sy〉 , (2)

where the 〈· · · 〉 are thermal mean values as computed for
a given realization, a sample, of the random fields {hx}.
Over-line refers to the average over the samples.

For each of these two propagators, we scrutinize the
second moment correlation lengths [32], as adapted to
our geometrical setting. In particular, our chosen geom-
etry is an elongated hypercube with periodic boundary
conditions and linear dimensions Lx = Ly = Lz = L and
Lt = Lu = RL (at D = 4 we chose Lx = Ly = L and
Lz = Lt = RL) with aspect ratio R ≥ 1. In fact, the su-
persymmetric identities that we will check in the critical
region hold in the limit R → ∞, which should be taken
before the standard thermodynamic limit.

We simulated lattice sizes in the range L = 4 − 14 at
D = 5 (L = 4− 28 at D = 4) and aspect ratios 1 ≤ R ≤
5. Additional simulations for R = 10 and L ≤ 10 were
performed at both 5D and 4D for consistency reasons.
For each pair of (L, R)-values we computed ground states
for 105 disorder samples. Our simulations and analysis
closely follows the methodology outined in our previous
works at D = 3 and 4 [19, 21] (for full technical details
see Ref. [20]).

Supersymmetric predictions. — Let us consider a point
in the 5D lattice, r = (x,u) where x = (x, y, z) refers to
the first three cartesian coordinates, while u = (t, u). In
a similar vein, for the 4D case, we split r = (x, y, z, t) =
(x,u) as x = (x, y) and u = (z, t). The supersymmet-
ric predictions are particularly simple for disconnected
correlation functions:

C(dis),D
x1,u;x2,u = ZGIsing,D−2

x1;x2
, (3)

where G is the pure Ising model correlator, and Z is
a position independent normalization constant that will
play no role (see below). Note that the left-hand side
depends on both linear dimensions, L and RL, while the

right-hand side depends only on L. Therefore, we must
carefully consider under which conditions Eq. (3) is ex-
pected to hold. In a more conventional study, one would
require an hierarchy of length scales LR � L � ξ � 1
(recall that ξ is the correlation length), while we demand
for the D − 2 Euclidean distance ‖x1 − x2‖/ξ ∼ 1. We
shall put under stress Eq. (3) by demanding it to hold as
well in the finite-size scaling regime

LR� L ∼ ξ � 1 , ‖x1 − x2‖/ξ ∼ 1 . (4)

These preliminaries lead us to consider a D−2 Fourier
transform in the D-dimensional RFIM

Ĉ
(dis),D
k =

1

LD−2

∑
x1,x2

ei(x1−x2)·k 〈Sx1,u〉〈Sx2,u〉 . (5)

Note that the u-dependence vanishes due to the disorder-
average (hence we average over u in order to gain statis-
tics). We then compute the second-moment correla-

tion length from the ratio of Ĉ
(dis),D
k at k = 0 and

kmin = (2π/L, 0, 0) [32] [kmin = (2π/L, 0) for D = 4].
The important observation is that, because the constant
Z in the r.h.s. of Eq. (3) cancels when computing the ra-
tio, the dimensionless ratio ξ(dis)/L as computed in the
D-dimensional RFIM coincides with ξ/L as computed in
the D − 2 Ising model. This equality holds if ξ(dis)/L
is computed precisely at the critical point σc and if the
thermodynamic limit is taken under conditions (4).

If we now consider the four-body disconnected corre-
lation function, supersymmetry predicts a relation anal-
ogous to Eq. (3) (the normalization in the r.h.s changes
to Z2), so we may compute as well a (D−2)-dimensional
U4 parameter,

Mu =
∑
x

Sx,u , U4 = 〈M4
u〉/〈M2

u〉
2
, (6)

that is predicted to coincide with that of the critical D−2
Ising model (under the same condition discussed above
for ξ(dis)/L). Again, we improve our statistics by aver-

aging both 〈M4
u〉 and 〈M2

u〉 over u.
We finally address the supersymmetric predictions for

the connected correlation function. It is convenient to
consider the correlation functions K defined as

Kx1;x2 =
∑
u

C
(con)
x1,0;x2,u

. (7)

The Ward identity for supersymmetry [33] implies, see
Appendices A and B, that the second-moment correlation

length ξ
(con)
σ−η computed from K [34] is equal to the discon-

nected correlations length. This prediction ξ
(con)
σ−η = ξ(dis)

does not make direct reference to dimensional reduction.
Results. — Let us start by recalling in Table I the (D−

2) = 2, 3 universal quantities from the pure Ising model
that we aim to recover from the D dimensional RFIM.
We shall need as well the value of the leading corrections
to scaling exponent ω); the analysis we present is done
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FIG. 1. ξ(dis)(L,R)/L vs. L−ω for various R values, as
computed in the D = 5 RFIM. The value of the corrections
to scaling exponent ω corresponds to the pure Ising model in
three spatial dimensions, see Table I (the value from Ref. [37]
is so accurate that we took their central value as numerically
exact). The dashed horizontal line corresponds to the value
for ξ/L, also shown in Table I. The continuous line is a fit
to our R = 5 data (see text for details). The extrapolation
to L = ∞ obtained from the fit is compatible with the pure
Ising model value, as predicted by supersymmetry.

using the exponent ω given by dimensional reduction,
which is not far from the one computed in the large-scale
simulations at D = 5 [22].

First, we consider the dimensionless ratio
ξ(dis)(L,R)/L in Fig. 1. Our first task, recall Eq. (4),
is to extract the large-R limit. The good news is that
we expect this limit to be reached exponentially in R
and uniformly in L [38]. In fact, the comparison of
our numerical results for R = 5 and 10 suggests that
(within our statistical accuracy) R = 5 is large enough.
Therefore, we focus the analysis on R = 5, where we
reach our largest L value, namely L = 14. As it is clear
from Fig. 1, our data are accurate enough to resolve
corrections to scaling. Furthermore, the non-monotonic
L-evolution of ξ(dis)(L,R = 5)/L implies that sub-
leading corrections cannot be neglected. Hence, we have
attempted to represent these sub-leading corrections
in an effective way by means of a fit to a polynomial
in L−ω. We have included in the fit only data with
L ≥ Lmin. We have attempted to keep both Lmin and
the order of the polynomial as low as possible. We

TABLE I. Universal quantities as computed in the pure Ising
model at two and three spatial dimensions. The somewhat
controversial situation with the corrections to scaling expo-
nent ω in two dimensions is discussed in Appendix D.

D − 2 ξ/L U4 ω

2 0.9050488. . . [35] 1.16793. . . [35] 1.75

3 0.6431(1) [36] 1.6036(1) [36] 0.82966(9) [37]
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FIG. 2. As in Fig. 1, but for the ξ
(con)
σ−η (L,R)/L data, as

computed in the D = 5 RFIM. The agreement of the L =
∞ extrapolation with the value of ξ/L from the pure Ising
model is a direct confirmation of the supersymmetric Ward
identity, see Appendix B. Inset: Zoom of main panel data
corresponding to R = 5, 10, and L > 4. For the sake of
clarity, in the vertical axis, we have subtracted the value of
the pure Ising model (see also Table I).

find a fair fit (χ2/dof = 3.24/2, p-value=20%) with a
cubic polynomial and Lmin = 6. The corresponding
extrapolation to L =∞ is

lim
L→∞

(
lim
R→∞

ξ(dis)(L,R)

L

)
= 0.654(13) , (8)

which is statistically compatible to the three-dimensional
result in Table I. Hence, our first check of supersymmetry
has been passed. The strength of this check is quantified
by our 2% accuracy.

The analysis of ξ
(con)
σ−η (L,R)/L, see Fig. 2 is carried

out along the same lines. We find a good fit (χ2/dof =
0.63/3, p-value=89%) with a quadratic polynomial in
L−ω and Lmin = 6. The corresponding extrapolation
to L =∞ is

lim
L→∞

(
lim
R→∞

ξ
(con)
σ−η (L,R)

L

)
= 0.642(7) . (9)

It follows that we have checked supersymmetry to a 1%
accuracy.

Our U4(L,R) data, see Fig. 3, can be analyzed in a
similar vein. We find a fair fit (χ2/dof = 6.85/4, p-
value=14%) with a quadratic polynomial in L−ω and
Lmin = 5. The corresponding extrapolation to L =∞ is

lim
L→∞

(
lim
R→∞

U4(L,R)
)

= 1.604(3) , (10)

again compatible with the three-dimensional pure Ising
model value (Table I). Supersymmetry is checked to the
0.2% level, this time.

Finally, as a comparison, we show our data for the 4D
RFIM Ising model in Fig 4. Even after carrying out the
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FIG. 3. As in Fig. 1, but for the U4(L,R) data, as computed
in the D = 5 RFIM. For comparison, we also show data for
the pure Ising model in three spatial dimensions. Corrections
to scaling in the pure model are of similar size (but opposite
sign) to those of the large R limit for the RFIM at D = 5.

double limit L→∞ and R→∞, all three dimensionless
quantities differ from their values in the 2D pure Ising
ferromagnet. Although this is hardly a surprise (recall,
for instance, exponents η and η [21]), the discrepancy is
at least at the 10% level.

Conclusions.— The finding of supersymmetry and di-
mensional reduction in the RFIM is, arguably, one of
the most surprising results in Theoretical Physics. Here,
thanks to state-of-the-art numerical techniques, we have
carried out a precision test of supersymmetry. Although
supersymmetry is clearly broken at D = 4, the D = 5
RFIM is supersymmetric with good accuracy. Hence, the
Scenario 1 in the Introduction is plainly discarded.

The only remaining contenders are Scenarios 2 and
3. Exponent ω might help to settle the question. In
the ε expansion (ε = 6 − D) we find at least two expo-
nents: ωDR = ε + O(ε2) (obtained through dimensional
reduction) and ωNS = 2 + O(ε2) (due to irrelevant non-
supersymmetric operators). The large value of ω found
here and in Ref. [22] (the values for ω(D) are in Ap-
pendix C), agrees with dimensional reduction and favors
Scenario 2. Indeed, in Scenario 3 supersymmetry is bro-
ken only for space dimension D < Dint, suggesting a
much smaller value ω(D = 5) ∼ Dint − D ≈ 0.1. How-
ever, further studies are needed to resolve this delicate
issue.
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two natural ways of computing U4. One way (black squares)
is averaging over a co-dimension two manifold [this is the
natural way for a supersymmetry check, recall Eq. (6)]. The
other way, which is the natural one when studying the D = 4
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Appendix A: Finite volume supersymmetry

In the case of RFIM in the Landau-Ginsburg form, it is
well known that we can neglect the thermal fluctuations
near the critical temperature and the model becomes
equivalent to a stochastic differential equation. Under
the approximation of uniqueness of the solution, we ar-
rive to a supersymmetric field theory. In this theory we
can define the superfield Φ(X) as function of the super-
position X = x⊕ θ,

Φ(X) = φ(x) + θ̄ψ(x) + ψ̄(x)θ + θ̄θλ(x) , (A1)

where θ is a complex anticommuting quantity, φ(x) is
the original field and ψ(x) and λ(x) are auxiliary fields,
whose correlations functions are related to the response
functions. For instance, in the supersymmetric formula-

tion the connected propagator C
(con)
xy corresponds to the

propagator of the fermionic field 〈ψ̄(x)ψ(y)〉, while the

disconnected propagator C
(dis)
xy corresponds to the prop-

agator for the bosonic field 〈φ(x)φ(y)〉.
In the infinite volume limit, the theory is invariant un-

der the supergroup O(D|2) which implies that the cor-
relation functions are functions of the superdistances.
In particular, the correlation function 〈Φ(X)Φ(Y )〉 is a
function of

(X − Y )2 = r2 + (θx − θy)(θx − θy) , (A2)

where r2 is the (squared) Euclidean distance between
points x and y in the D-dimensional space:

〈Φ(x)Φ(y)〉 = 〈φ(x)φ(y)〉+ θ̄θ〈ψ̄(x)ψ(y)〉 = F (Z) (A3)

where Z = (X −Y )2. By Taylor expanding both sides of
Eq. (A3) in powers of θ̄θ we conclude that

F (Z) = F (r2) + θ̄θF ′(r2) , (A4)

because all higher powers of θ̄θ vanish. We readily obtain
the Ward identity [33]

〈ψ̄(x)ψ(y)〉 = −d〈φ(x)φ(y)〉
dr2

. (A5)

We note that Eq. (A5) implies for the RFIM in a infinite
lattice that

C(con)
r = −Z2

d

dr2
C(dis)
r , (A6)

where large r and ξ are assumed (ξ is the correlation
length), so that D-dimensional rotational invariance is
restored, and Z2 is a position-independent (therefore, ir-
relevant for us) constant[39]. These relations (A3-A6)
lead to a bunch of Ward identities among various cor-
relation functions. One also finds that the probability
distribution of the φ field on a d ≡ D − 2-dimensional
hyperplane is the same of the dimensional reduced the-
ory.

However, in a finite volume rotational invariance is bro-
ken so that supersymmetry and dimensional reduction
are lost. Fortunately close examination of the argument
shows that we do not need the full O(D|2) supersym-
metry, but the O(2|2) supersymmetry is enough in order
to have dimensional reduction. In order to recover the
O(2|2) supersymmetry, the system size needs to be infi-
nite only in the remaining two dimensions.

Our choice (see main text) is to stay in a system of
linear size L in d directions and of size LR in two direc-
tions. At the end we need to consider the limit R→∞ in
order to have supersymmetry and dimensional reduction.
Let us write the D dimensional coordinates r as (x,u),
where x is d-dimensional and u is two dimensional. We
can write

X = r⊕ θ = x⊕ u⊕ θ . (A7)

The O(2|2) supersymmetry acts on the two-dimensional
subspace, labeled by coordinates u ⊕ θ, that becomes
infinite in the R→∞ limit. Dimensional reduction gives
informations only on the probability distribution on fields
on the hyperplanes at fixed u that have volume Ld.

Supersymmetry does not give us information on the
behaviour of the correlations function of fields whose u
is different, unless we stay at distances much smaller than
L, where 2 + d rotational invariance is recovered. It con-
nects however responce functions at different u with the
correlations functions at fixed u, as we shall see below.

Appendix B: The Ward Identity and its
consequences

As explained above (see also main text), we shall be
considering points in the five-dimensional lattice, r =
(x,u) where x = (x, y, z) refers to the first three cartesian
coordinates, while u = (t, u). In a similar vein, for the
D = 4 case, we split r = (x, y, z, t) = (x,u) as x =
(x, y) and u = (z, t). The (squared) Euclidean distance
between two points in the D dimensional lattice will be
named r2 = x2 + ρ2 (in D = 5, ρ2 = t2 + u2, while in
D = 4 we have ρ2 = z2 + t2).

In the finite L case we only have a O(2|2) supersym-
metry. Therefore, instead of the Ward identities corre-
sponding to O(D|2), see Eqs. (A2,A6), the Bosonic and
Fermionic propagators are now related through a O(2|2)
Ward identity that tells us that

C(con)
x,u = −Z2

d

dρ2
C(dis)

x,u . (B1)

In our geometry, we only have the full D-dimensional ro-
tational symmetry for x2 � L2. Instead, in the limit of a
large aspect ratio, R→∞, we have two-dimensional ro-
tational symmetry (for the u variables) for any x. Thus,

we expect the two correlation functions C
(dis)
x,u and C

(con)
x,u

to be functions of

g(x) + ρ2 , (B2)
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where g(x) is some function of the d-dimensional coor-
dinates that reduces to the d-dimensional Euclidean dis-
tance x2 in the limit x2 � L2 [a simple possibility in
D = 5 would be g(x) = L2π−2(sin2 πx/L + sin2 πy/L +
sin2 πz/L)].

Let us now consider the u-averaged correlation func-
tion

Kx1;x2 =
∑
u

C
(con)
x1,0;x2,u

, (B3)

The D = 5 reasoning goes as follows (the D = 4 case
is analogous):

Kx1;x2
≈
∫∫ ∞
−∞

dtduC
(con)
x1,0,0;x2,t,u

. (B4)

We now introduce polar coordinates in the (t, u) plane,
t = ρ cosϕ and u = ρ sinϕ:

Kx1;x2
≈ π

∫ ∞
0

dρ2 C
(con)
x1,0,0;x2,ρ,0

. (B5)

Our next step, will be using the Ward identity (B1):

Kx1;x2 ≈ πZ2

∫ ∞
0

dρ2
[
− d

dρ2
C

(dis)
x1,0,0;x2,ρ,0

]
, (B6)

and thus, we finally get

Kx1;x2 ≈ πZ2 C
(dis)
x1,0,0;x2,0,0

. (B7)

Note that, because we shall be taking the limit of large
R at fixed L, the gap in the transfer matrix scales as

1/L. Therefore, the correlation function C
(dis)
x1,0,0;x2,ρ,0

de-

cays exponentially in ρ (for any L), so the convergence
of the two-dimensional integrals in Eqs. (B4)–(B6) poses
no problems.

Hence, in the large-R limit, the second-moment corre-

lation length ξ
(con)
σ−η is predicted to coincide with the one

obtained from the disconnected propagator. The predic-
tion holds to a high accuracy in the RFIM in D = 5, but
certainly not in D = 4 (see Fig. 4 in the main part).

Let us conclude this section by explainig our naming

ξ
(con)
σ−η to the correlation length extracted from the K

propagator, which stems from the way it is computed.
Indeed, the Fluctuation-Dissipation relations for Gaus-
sian random-fields [20] suggest a simple way to compute
the Kx1;x2 propagator. Let

σ(x) =
∑
u

Sx,u , η(x) =
∑
u

hx,u ,

then

Kx1;x2
=

1

R2L2
〈σ(x1)η(x2)〉 .

Of course, x1 and x2 might be interchanged, so it is
better to average over the two orderings.

3 . 0 3 . 5 4 . 0 4 . 5 5 . 0 5 . 5 6 . 0
0 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0 D R

 

 

ω
(D

) / 
(6-

D)

D

3 D  I M

FIG. 5. The corrections to scaling exponent ω, as computed
from the RFIM in D = 3 [19], D = 4 [21] and D = 5 [22]
in units of D − 6 versus the space dimension. If we explic-
itly assume dimensional reduction (DR), we also have an ex-
ceedingly more accurate result for D = 5 (from the three-
dimensional pure Ising model (3D IM) [37]) and an exact re-
sult at D = 6.

Appendix C: Exponent ω for the RFIM: the
smoking gun?

As discussed in the conclusions of the main part, di-
mensional reduction suggests that ω(D) = ε + O(ε2),
with ε = D − 6. Indeed, Fig. 5 strongly suggests that
the dimensional-reduction prediction is sensible, because
ω(D)/(D − 6) seems a very smooth function of D − 6.
We do not find any indication for a zero of ω(D) near
D = 5. It is our impression that such a zero, which we
do not see, would be a direct prediction of the Scenario
3 discussed in the main paper.

Appendix D: Exponent ω for the pure Ising model
in D = 2

Paradoxically, it is not trivial to determine the scaling
corrections exponent ω in the D = 2 pure Ising model,
which is one of the best known models in Statistical Me-
chanics.

The difficulty lies in that the leading correction to scal-
ing seems to have a somewhat unusual origin. Consider,
for instance, the magnetic susceptibility χ as computed
at the critical point for a system of linear dimension L.
It is expected to scale as

χ ∼ AL2−η + C , (D1)

where η = 1/4 is the anomalous dimension, A is a scaling
amplitude and C is a constant term due to the analytic
part of the free-energy density. Eq. (D1) can be cast
as well in the typical form for scaling-corrections studies
(see, e.g., Ref. [32]):

χ ∼ L2−η(A + CL−ω) , ω = 2− η = 7/4. (D2)
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However, this exponent ω = 7/4 is not related to any
irrelevant operator, but to the analytic part of the free-
energy. Hence, the reasoning leading us to Eq. (D2)
makes sense only if the ω exponents arising from all the
irrelevant operators are larger than 7/4. Only under this
assumption the leading corrections to scaling would be
given by Eq. (D2).

Now, it is well known that an operator associated to
the dilution for the q-Potts models in D = 2 (the q = 2
Potts model is the Ising model) has dimension 10/3 and
then ω = −(D − 10/3) = 4/3 [40]. According to the
discussion above, the leading corrections to scaling would
then be given by ω = 4/3, rather than 7/4. However, we
think this is not the case, due to a number of theoretical
and numerical reasons:

• This dilution operator is outside of the main Kac
table of operators for the Ising model. Thus it
is not produced by other operators (susch as the
Identity, spin or energy operators) and then it is
expected that this operator does not contribute to
the corrections to scaling. Note that, on the con-
trary, the operator is inside the Kac table for other
Conformal Field Theories (CFT), such as the 3-
Potts model [41], for instance. In fact, in the limit

q → 4, the critical points for Potts and the tricrit-
ical Potts (which corresponds to the dilution fixed
point) merge and, indeed, the dilution operator has
a dimension 2 in this limit. It is one example for
which one finds ω = 0.

• The above analytical reasoning was confirmed in
Ref. [42]. which considered (numerically) vari-
ous extension of the Ising model (antiferromagnetic
Ising model in a magnetic field and the Blume-
Capel model). The exponent ω = 4/3 was not
found in any of these models (rather, a correc-
tion ω ' 2 was identified). Indeed, the authors of
Ref. [42] concluded that the dilution contribution
to the correction to scaling is indeed given by an ex-
ponent ω = 4/3, but with amplitudes proportional
to (q − 2) and thus is absent for the Ising model,
in agreement with CFT predictions. This scenario
was supported by simulations of the random-cluster
model for q close to 2.

• A recent, very-high accuracy simulation [43] found
again ω = 7/4.

[1] G. Parisi and N. Sourlas, Phys. Rev. Lett. 43, 744 (1979).
[2] Y. Imry and S.-k. Ma, Phys. Rev. Lett. 35, 1399 (1975).
[3] T. Nattermann, in Spin glasses and random fields, edited

by A. P. Young (World Scientific, Singapore, 1998).
[4] D. P. Belanger, in Spin Glasses and Random Fields,

edited by A. P. Young (World Scientific, Singapore,
1998).

[5] A. Aharony, Y. Imry, and S.-k. Ma, Phys. Rev. Lett. 37,
1364 (1976).

[6] A. P. Young, Journal of Physics C: Solid State Physics
10, L257 (1977).

[7] G. Parisi and N. Sourlas, Phys. Rev. Lett. 46, 871 (1981).
[8] J. Z. Imbrie, Phys. Rev. Lett. 53, 1747 (1984).
[9] J. Bricmont and A. Kupiainen, Phys. Rev. Lett. 59, 1829

(1987).
[10] G. Parisi, Field Theory, Disorder and Simulations

(World Scientific, 1994).
[11] G. Parisi and N. Sourlas, Phys. Rev. Lett. 89, 257204

(2002).
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